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Chapter 1 

INTRODUCTION 

In this chapter, the background of the research area will be described. In addition, a 

problem discussion, the aim, the research questions, and the structure of the thesis are pre-

sented. 

 

1.1.  Background 

In recent years, the approaches to manufacturing have changed enormously. The 

changes are due to the digital revolution [42], the multitude of digital tools both supporting 

the production process itself as well as other processes, logistics, accounting, and so on. 

Nowadays, many plants are supported and even maintained remotely when it is justified by 

specialists from another country [103]. Also, new techniques and changing approaches influ-

ence the organisation and responsibility [109], [132]. Companies are also responding to 

changing external conditions and expectations. These include a rapidly growing awareness 

of the extent to which equipment failure affects safety [63], reliability [116], [126] and the 

environment. A growing knowledge of the connection between maintenance and product 

quality [79] and increasing expectations force to achieve a high plant availability and to limit 

costs [8]. Thus, it requires improved management, as well as technical skills [85], [91] and 

its core objective is to ensure that the entire production and supporting system of a company 

remains reliable, productive, efficient and effective [93], [94]. Simultaneously, some limita-

tions of maintenance systems are becoming increasingly apparent, no matter how computer-

ised they are [27], [167].  

The approach to company management has also changed rapidly in recent years. It can 

be observed that after the implementation of the quality management, which appears accord-

ing to the standard family ISO 9000 [138], many companies have also been implementing 

the environmental management system ISO 14001 [64]. Nowadays, the certification of these 

two standards becomes the basis for business management these are recently complemented 

by a third family of ISO 45000 [72] standards improving employee safety, reducing work-

place risks and creating better, safer working conditions. However, it still doesn’t cover the 

full scope of activities required in industrial practice. For that reason, such standards as ISO 
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31000 [71], ISO 31010 [75] and ISO 22301 [68] have also been created that cover the risk 

management and business continuity management issues. The reason for this is that the man-

agement process becomes more complex than at the end of the twentieth century and new 

hazards and threats potentially affecting industrial companies have been identified. As a re-

sponse, the new policy has to be implemented and the approach used till now has to be mod-

ified and/or adapted to current conditions. In those changes, almost all departments of a com-

pany, especially the maintenance department, are involved. 

At the operation and maintenance stage of the production line life cycle, numerous is-

sues can also be found. Many manufacturing facilities are based on mature management sys-

tems that have been derived from or are based on a Toyota production system [128]. It results 

in very high productivity ratios. However, a further increase in efficiency indicators is as-

sumed in the coming years. Year after year it becomes increasingly difficult, as the tools that 

guarantee this growth begin to exhaust the current formula [98]. As a result, a new approach 

of Industry 4.0 has been presented [111] proposing a revolutionary change in the manufac-

turing system by integrating the information technology (IT) and operational technology (OT) 

tools [155]. At present, IT and OT systems intertwine in the aspects of machine control sys-

tem, safety related control system and cyber security, among others. Which reflected in the 

origin of the IEC 62243 family of standards [59] and the IEC 62061 [57] standard update. 

In the wake of emerging opportunities, new tools are created that will further increase 

productivity [135]. Unfortunately, these tools often use partial data or a narrow spectrum of 

maintenance approach. New methods are being developed and introduced into industrial 

practice for the predictive analysis regarding more and more parameters to eliminate failures 

using, for example, the vibroacoustic analysis or thermography. These methods use, in most 

cases, a narrow passage of all available information and usually do not seek connections 

between them. Even modern maintenance departments still suffer from a lack of integrated 

methods for predictive analysis. Most popular tools answer only for the marginal percentage 

of equipment issues [7] [187]. In the industry, in addition to necessary compliance with the 

law, standards, and workplace requirements, increasingly important interactions between 

them and other business-related issues and risks (e.g., brand receipt by customers) are be-

coming important [102].  

For these reasons it is necessary to change the current approach to productivity, from 

that limited only to machinery, costs or organisational aspects, to manage modern integrated 

IT and OT systems proposing a superior goal to increase the productivity regarding the entire 

spectrum of the risk management issues [88]. Thus, achieving productivity goals should be 
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effectively managed in the life cycle regarding the risks to be mitigated in relation to the 

criteria defined.   

 

1.2. Thesis of the dissertation 

Delineation of the research problems are: 

1. The application of an integrated system in industrial plants to support decision making, 

based on the analysis of data collected at relevant hierarchy levels and processing them 

using predictive methods and the expert system concept ensures an increase of the relia-

bility and availability of machines that indirectly affect productivity, the quality of prod-

ucts and fulfilling the functional safety requirements (regarding the cyber security as-

pects). 

2. Applying a proposed method for determining the functional test intervals based on trust-

worthy reliability data and deployment of an approach that takes into account additional 

factors influencing the operation of safety-related systems will ensure the required level 

of safety integrity while reducing losses due to the machinery downtimes.  

 

1.3. Purpose of the study 

The main objectives of the dissertation are as follows: 

1. To develop methods based on modern technologies to detect potential failure in ad-

vance, which will result in the improvement of the machine availability and maintain 

functional safety of industrial control system (ICS). The first research hypothesis 

made by the author is that in modern machinery with already implemented tech-

niques for productivity improvement, by the implementation of the computerised 

predictive tool with expert-based system, an increase of the overall equipment ef-

fectiveness (OEE) indicator can be achieved at minimum 0,5%. The second research 

hypothesis of the author is the possibility of safety-related anomalies detection, es-

pecially those due to modifications and upgrades of software and firmware of the 

control and safety-related elements. This will contribute to the appropriate func-

tional safety level. The author proposes a new approach for the productivity im-

provement by developing an integrated strategy of maintenance oriented on produc-

tivity increase regarding the functional safety aspects.  
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2. To propose a method that allows to maintain the safety integrity level resulting from 

additionally identified risks and minimizing the negative impact on machine avail-

ability. The author proposes a customer-oriented approach for selecting appropriate 

tools considering relevant organisational aspects and legal requirements. 

3. Development of a method that will allow to easily determine the proof test fre-

quency of the safety functions. The author proposes a user-friendly method for se-

lecting the frequency of functional tests considering international standards and rel-

evant legal requirements. 

Collateral objectives: 

• Make a case study of the proposed method on the example of tire production 

line;  

• Define adequate key performance indicators (KPI) for measuring profits 

achieved;  

• Verification after a certain time in the life cycle of the obtained improvements 

using established key performance indicators; 

• Research carried out in operation, maintenance and repair life cycle, according 

to the IEC 61508 and IEC 62061 standards. 

 

1.4. Scope of the study 

The scope of the dissertation covers the following areas: 

• A review of scientific literature, research reports, standards, and laws (national, 

European, and international) concerning the latest solutions and requirements 

for a modern industry compliant with Industry 4.0, including risk management 

and functional safety (including cyber security management related to func-

tional safety).  

• Review of available industry-related prediction methods and tools for the do-

mains of interest. 

• Development of a prediction tool for productivity and reliability increase and 

maintaining functional safety. Development of methods and techniques for data 

analysis to identify specific problems that potentially can impact productivity 

and/or safety.  
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• Development of a method enabling easy and efficient managing the proof tests 

for the safety-related system of machinery. This includes the frequency or in-

tervals of performing proof tests and the identification and selection of addi-

tional proof tests considering their impact on the machinery availability. 

The scope of the doctoral dissertation includes issues related to the process of maintain-

ing the machinery, its safety-related control system and auxiliary equipment. The study con-

cerns the machinery-based production lines on the example of a tire production line. The 

proposed method should be considered as an important step towards improving the efficiency 

and safety of computerised manufacturing systems and processes. 

 

1.5. Structure of the thesis 

The dissertation consists of five chapters. The thesis has been structured into three main 

parts (see Fig. 1.1): 

 

Figure 1.1 The structure of the thesis 

                                                                                                                                                                      

Part I: This part of the thesis comprises the introduction, and the theoretical frame of refer-

ence issues on the reliability techniques, the maintenance management approaches, predic-

tion methods, functional safety, security related to functional safety issues. A review of the 

literature and developed solutions are shortly presented concerning the reliability and safety 

management in the context of Industry 4.0 concept.  

The first chapter is an introduction to the definition of objectives, statement of the problem 

and scope of this work. The second chapter is devoted to a review of the literature with con-

sideration of selected issues of modern production lines. 

Part II: This part of the thesis comprises the theoretical studies. The proposal of the method 

for increasing productivity that comprises the safety and reliability needs including specific-

 

Part I. Introduction, method and theoretical frame of reference 
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case studies 

 

 

5. Summary, conclusions 
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ity of the production line is given. The third chapter presents the method of advanced relia-

bility management with failure prediction that can influence the availability, safety and se-

curity of the production line. The next presented elements are the functional test interval 

optimisation method and the proof test interval evaluation methods for the safety integrity 

level (SIL) determined based on the risk assessment results. 

Part III: This part of the thesis comprises the models developed during a research project, and 

a case study of implementing a proposed new approach in the tires production plant, and in 

the final part, the general discussion, conclusions and recommendations. The fourth chapter 

presents the implementation of the proposed method to the real manufacturing process as a 

case study in relation to a real industrial manufacturing plant. The fifth chapter consists of 

conclusions summarising the report and recommendations for further studies. 
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Chapter 2 

REVIEW OF RELATED LITERATURE 

This chapter conducts a literature review in terms of the challenges and threats facing 

today's industry by category. First, an overview of the idea of Industry 4.0 is presented, followed 

by an elaboration of the challenges faced by the industry today in adapting to the new techno-

logical revolution. It starts with management techniques focused on risk analysis, vision and 

strategy, keeping in mind - productivity and ensuring functional safety. In addition, prediction 

methods are presented along with a presentation of the latest commercial solutions. This is fol-

lowed by a presentation of safety aspects with a focus on functional tests. 

2.1. Industry 4.0  

At the moment, the industry is deeply involved in the idea of Industry 4.0 or, in other 

words, the fourth industrial revolution which already accompanies us in the form of numer-

ous smart sensors, extensive communications and cloud computing. To explain what the term 

,, Industry 4.0” means, meaning the fourth industrial revolution, it’s necessary to explain the 

history of the industrial revolutions.  
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Figure 2.1. History of industrial revolutions (based on [111]) 

The first revolution in the industry (Industry 1.0) came with machines powered by steam, 

which reduced or eliminated manual labour in industry and significantly reduced the share 

of working animals in the industry (Fig. 2.1). The next revolution came with electricity, the 
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assembly line and the birth of mass production (Industry 2.0). The third industrial revolution 

came about with the advent of computers and the beginning of automation processes. This 

results in replacing human workers with robots and machines on the assembly lines. The third 

and a half era began with globalisation and moving of the factories to low-cost countries. ,,In-

dustrie 4.0” is a German term of an initiative which was first presented and discussed in 2011 

on Hannover Messe and later adopted in 2013. Close to ”Industrie 4.0” are the Chinese idea 

known as the China Manufacturing 2025, and the United States' "Industrial Internet" initia-

tives in an international context. The Industry 4.0 technology connects machines to a network 

where production processes and speeds are automatically adjusted to minimise losses and 

costs. The heart of the Industry 4.0 idea is intelligent manufacturing, i.e. applying the tools 

of information technology (AI, cyber-physical systems, as well as the cloud and cognitive 

computing) to production, using the internet of things (IoT) to connect small and medium-

sized companies more efficiently in global production and innovation networks so that they 

can not only engage more efficiently in mass production but just as easily and efficiently 

customize products [111]. 

Built on the improvements brought to manufacturing by computers, Industry 4.0 will 

streamline production with the industrial internet of things (IIoT) and other cutting-edge tech-

nologies. In the past, information technology (IT) and operations technology (OT) operated 

independently of each other in manufacturing organizations. IT was mainly used to support 

management, administration, and accounting while OT, encompassing all the equipment and 

resources involved in manufacturing, controlled the machines and equipment on the shop floor 

without access to information from the rest of the organization. Today, the tools that makeup 

Industry 4.0, such as IoT, have led to a convergence of IT and OT systems that open up entirely 

new opportunities for smarter manufacturing and unified business management. The conver-

gence of IT-OT systems in the era of Industry 4.0 is enabling many of the new capabilities 

expected of a smart factory. 

Digital transformation creates the following challenges for manufacturers in the transi-

tion to the Industry 4.0 era [186]: 

- Modern business strategy and processes: critical tasks that have the highest im-

pact on production will increasingly rely on automated data collection and analysis. 

As a result, factories will be able to minimize errors and become more flexible, cost-

effective and competitive.  

- Changed organizational processes: during the transition phase to Industry 4.0, 

consideration must be given on how to make long-term changes to business strategy 
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and organizational processes. It may be necessary to modify the supply chain, 

change the way a company interact with customers, and hire new employees with 

skills in managing complex digital networks. 

- Operational disruption: many devices in a smart factory must work together. Dis-

ruptions to process stability caused by outdated resources and the inability to com-

municate between systems can negatively impact the bottom line if not addressed 

on time. Operational disruptions can be prevented by removing any instabilities and 

implementing continuous monitoring for signs of potential problems in the network. 

- Safety hazards and security threats: the high degree of communication in Industry 

4.0, requires an extensive network of interconnected devices that enable data col-

lection. These devices introduce new safety and security risks because each sensor 

is a specific entry point into the system. To meet this challenge, it is necessary to 

choose devices and software with advanced security features. Additionally, it is nec-

essary for a company to implement an overall safety and security strategy that in-

cludes resources and employees. 

The subsequent literature review is presented, according to the above categorization of 

the challenges currently faced by the industry. 

 

2.2. Modern business strategy and processes 

2.2.1. Corporate strategy 

To operate efficiently, an enterprise must be managed, the quality of this management 

depends on its effectiveness in each domain. The world has been focusing on quality man-

agement for several decades, resulting in the creation of ISO 9000 series standards [38]. At 

present, every major company operates according to its intentions and is audited to verify its 

compliance. Environmental management is also becoming more and more common [90] [6] 

due to the increasingly stringent requirements of EU law; most manufacturing companies 

have also complied with these standards [52]. Businesses operating in some space and envi-

ronment are obliged to comply with local and international law [117]. Many international 

companies also have internally developed standards and requirements that apply inde-

pendently of local needs [158].  

The main principle in management is presented in Fig. 2.2. It is based on the Deming 

cycle [145]. Most of today’s companies try to make progress using the PDCA (Plan-Do-

Check-Act) approach supporting it with the creation or use of well-known standards. 
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Figure 2.2. Traditional iterative four-step management model (Deming cycle) (based on [145]) 

 

To present the whole horizon and all aspects of the enterprise and common relations, 

the author chose the solution of presentation used in a balanced scorecard (BSC) method. 

BSC is a popular strategic management system proposed by Kaplan and Norton [80], and 

documented in their books and articles on the subject. BSC assesses the vision, mission, and 

business strategies of the company and aligns them to specific objectives, metrics, and indi-

cators. The development of this system is also well presented in the literature, one of such 

development was proposed by Gram [43]. According to him, each of four components can 

be divided into sub classes or modified on the basis of company focus, needs or criticality 

analysis. Internal Process Perspective can be divided into material perspective, machine per-

spective, energy perspective, labour perspective. 

The author used the BSC approach, which presents the company divided into four per-

spectives of performance (Fig. 2.3). All four perspectives are connected with a mutual align-

ment with the company's vision and strategy. In order to monitor the company's performance 

in each of the presented perspectives, the process of collecting, analysing and/or reporting 

information regarding the performance of an individual, group, organization, system, or com-

ponent is needed. KPIs were specified for selecting important/critical performance measures 

in an organisational context. Below is a brief explanation of each of the perspectives, its 

relations and dependencies, and the impact on other elements of the company. This introduc-

tion is also intended to represent the range of different factors that influence and are taken 

into account in the normal operation of different departments within a plant, for instance 

maintenance. 
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Figure 2.3. Corporate strategy and interaction map (based on [80] [122]) 

2.2.2. Vision and strategy  

One of the most important elements presented in Fig. 2.3 is vision and strategy. These 

elements interact with the other four perspectives. The company's vision is how it perceives 

its products, markets, customers, and itself.  The vision answers the simple question "Why 

are we here?” Vision is the goal. On the other hand, a business strategy informs how a com-

pany intends to achieve (or maintain) its vision. Strategy is a plan, tactics determine how the 

plan is to be implemented, and vision is the end result [80]. 

2.2.3. Learning and growth perspectives 

The perspective of employee learning and growth are the foundation upon which the 

three others are built. Throughout its operations, the company discovers certain gaps between 
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the current organizational infrastructure of employee skills (human capital), IT systems (in-

formation capital), and the environment required to maintain success (organizational capital). 

The objectives and measures identified in this perspective help the company to fill this gap 

and ensure sustainable productivity in the future [122]. 

2.2.4. Internal perspective 

In the perspective of the internal issues, key processes are identified in which the com-

pany must stand out to be able to continue to add value to customers and ultimately to share-

holders. Each of the above-mentioned customer disciplines entails the efficient operation of 

specific internal processes in order to service the customer and meet value proposition. The 

company's task is to identify relevant processes and develop the best possible goals and 

means by which it will be able to track progress.  

Consequently, to be competitive, companies are working to improve management effi-

ciency that will increase revenue and hence profits. The analysed aspect of the management 

must represent all the emerging opportunities and threats to be effective. That was already 

noticed by Zawiła-Niedzwiedźcki [179] and proposed as a division of risk management lev-

els. Also, the quality management standard ISO 9001 in the version from 2015 obliges com-

panies to consider and manage identified risks. There are many definitions of risk and risk 

management. The definition in ISO Guide 73 [73] is that risk is "the effect of uncertainty on 

objectives". Risks can affect the organization in the short, medium, and long term. These 

risks are related to operations, tactics, and strategy, respectively [88]. 

Due to the changing approach, new identified internal risks, modifications to the man-

agement model and additional elements of external risks, there was a need to add all of the 

hazards in the area of business management. As an answer to these needs, there are new 

additions to the current management approach - risk management and BCM. Both are now 

integrated in international standards series ISO 31000 and ISO 27000. Those standards en-

riched the existing model of PDCA by the part of continual improvement of the business 

continuity management system [68]. The second modified part of the management model is 

the mutual dependence between the different internal and external contexts within the com-

pany including all interested parties [71]. Enterprise management has also begun to realise 

that management only through indicators does not guarantee success because everything de-

pends on their proper selection and careful analysis of the results. Commitment is another 

management tool that is a development of the tools for lean management [84], [16], [15] and 

total productive maintenance (TPM) [87], [93].  
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Lean manufacturing solutions is a development of Toyota's good industrial practices 

[84]. Their success in the international arena has led to the popularisation of this strategy [15]. 

Lean manufacturing is based on the philosophy of saving resources by the elimination of 

losses (in Japanese: MUDA). The three basic pillars of lean manufacturing are: a) continuous 

elimination of wastes; b) resource saving, c) and continuous improvement. In practice, this 

translates into reduced production lead time, increased product quality, and reduced manu-

facturing costs. In typical production management solutions, the machine is used in 35-60% 

of available time. The majority of these losses result from inefficient organisation manage-

ment [67].  
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Figure 2.4. Diagram of interaction between methodologies and management scopes regarded in the 

thesis (based on own studies) 
 

 

 

 
TPM takes into account human capabilities and limitations (human errors cause about 

80% of all breakdowns [87]) and is suitable for the actions assigned to operators and mainte-

nance staff. Subject of human factors influence is widely described by Dunn [34], Noroozi 

[123], Shappell [151], Bell [11], Kosmowski [87], [95], and in AICE report [26]. TPM ac-

tions are not as sophisticated as in the reliability centered maintenance (RCM) approach [116] 

[140], [165]. Therefore, this method is presented as a separate element in Fig. 2.4.  

Two aspects leadership and commitment are the further important change in the modern 

management approach. Leadership and commitment were included in recent versions of 
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standards of quality management [61] and risk management [71]. Fig. 2.4 presents a diagram 

of selected dependencies that affect the results of the production line. As it is widely de-

scribed in the literature by Juran [79], Suzuki [158] Kletz [83], Downarowicz [32] and Za-

wiła-Niedźwiecki [179], the main and principal issue in the industry is proper company man-

agement. That is the foundation on which other strategies might be built and developed. In 

the authors’ professional experience, it become clear that many technical problems were 

caused not by lying-in technique but rather in improper management.  

2.2.5. Customer perspective 

This domain includes the elements relevant from the client's point of view, which are 

affected by the internal perspective. Therefore, elements such as price, quality, availability 

of products, choice, service, partnership, functionality and brand strength are presented here. 

These are so universal parameters that it is not necessary to describe them further for the 

purposes of work [122]. 

2.2.6. Financial perspective 

Financial resources are a key element, especially in a profit-oriented world. Objectives 

and measures in this perspective inform the company whether the implementation of the 

strategy - which is described in detail in objectives and measures selected in other perspec-

tives - leads to an improvement in financial results. From the financial perspective, classic 

indicators can be observed. The methods chosen here include profitability, revenue growth 

and asset utilisation [149]. 

 

2.2.7. Key performance indicators 

The efficiency of the production plant can be evaluated through KPIs. This method is 

widely utilized in many companies. Recently. the definition of KPIs was defined by interna-

tional standards, e.g., ISO 22400 [10]. KPIs in manufacturing facilities are ranked according 

to many categories. Indicators are reflected in the objectives of the plant. They play the role 

of a performance measure of plant operations. Typically, they are different at different levels 

of business management. Their right choice often determines the success of the company. 

KPIs can be implemented in all types of industries, including machinery, continuous and 

batch processes. Proper selection of indicators allows for quick identification of losses. The 
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key maintenance indicators, set out in standard ISO 22301, enable maintenance operations to 

be more efficient. 

Based on the quality process approach, to qualify if the process is well managed, there 

is a need to define the indicators. The indicators can be divided into qualitative and quantita-

tive. The best practice in enterprises is to use measurable indicators in the first place. If it is 

impossible to find indicators measurable to present or monitor a given value, qualitative in-

dicators are proposed.  

Key performance indicators is a group that describes the level of organization and func-

tioning of companies in a model for including the organizational and technical aspects. The 

most known key performance indicator in maintenance is OEE [105]. It was provided with 

the development of the TPM concept launched in the 1980s [158]. It is a quantitative measure 

for expressing the productivity of manufacturing equipment. This coefficient includes three 

most important aspects of manufacturing: availability (A), performance (P) and quality (Q), 

presented in Fig. 2.5. The OEE indicator is a multiplication of those three components pre-

sented in equation 2.1 and it is expressed in percentage values. Determining this OEE sup-

ports the improvement of equipment effectiveness and equipment productivity. 

 OEE=A×P×Q  (2.1) 

Table 2.1 shows top-level OEE and total productivity values from different types of 

industries. Total productivity of production unit is the result of multiplication OEE result 

with the planning factor (Pf) - includes planned maintenance activities and planned gaps in 

the production schedule [104]. Based on the analysis made in different companies it can be 

stated that an average production line stops more than 20 000 times per year. The majority 

of those stops are minor stops. The minor stop index is a measurement of the number of stops 

lasting ten minutes or less each hour. Continuing minor stops at average production line 

caused at about 6.7 hours per day. Even the best in class companies noted 3.19 hours per day 

because of minor downtimes [148].  

 

Table 2.1. Overall equipment effectiveness values in different types of industries [161] 

Industry OEE top-level 
Total productivity 

(OEE ∙ Pf) 

Manufacturing 85% 60% 

Process >90% >68% 

Metallurgy 75% 55% 

Paper 95% >70% 

Cement >80% 60% 
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Another example comes from packaging lines where best in class companies performed 

availability at level of 82.8%. Compared to mentioned above minor stoppages, middle in the 

class packaging lines experienced minor stoppages 8.6 times per hour, so at average line stops 

every seven minutes. Best in class companies have an index of minor stoppages at a level of 

2.2 [143]. 

  

Teoretical production plan  

 

Planned production time 

 

Gross operating time 

 

Net operating time 

Effective 

operating 

time 

 

 

Planned 

down-time 

 

Unplanned 

down-time 

 

Quality 

looses 

 

Speed 

losses 

Equipment failure 

Set up & 

adjustment 

Idling & minor 

stoppages 

Defects in 

production 

Reduced speed 

Start up losses 

 

Availability 

(A) 

Performance 

rate (P) 

Quality rate 

(Q) 

x 

x 

OEE 

= 

Planning factor 

(Pf) 

 

Figure 2.5. Overall equipment effectiveness KPI presentation (based on [161]) 
 

It is wide spreading around the globe and is very popular as a quantitative tool to meas-

ure equipment performance in the industry [161]. Through the years the amount of KPI’s 

increased enormously. International standards describing indicators such as EN 15431 [20] 

and ISO 22400-1 [69] have also emerged. With this increase, many approaches to classify 

those indicators can be found in literature, example of the division is presented in Fig. 2.6. 

Cambell in a publication [22] has classified maintenance performance into three categories. 

Equipment performance as a first group with measuring availability and reliability. Measures 

of cost performance as a second group with maintenance, labour and spare parts costs and 

measures of process performance as a third category [96]. Chosen indicators are presented in 

Appendix 3. 
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Figure 2.6. Key performance indicators division (based on [33], [96], [106]) 
 

Key performance indicators are used further in the dissertation to present the past and 

present situation and to show the progress achieved through the implementation of the tool 

proposed by the author. 

 

2.3. Changed organizational processes 

In 2015, the government of the Federal Republic of Germany adopted essential elements 

of the Industry 4.0 model as the creation of the relevant specifications [42] of five main do-

mains. One of them is RAMI 4.0 (Reference Architecture Model Industry 4.0) of the Industry 

4.0 platform (Fig. 2.7). The architecture model requires a three-dimensional presentation.  

The three axes of RAMI 4.0 describe the hierarchy levels of the internet-connected pro-

duction equipment, the life cycle of the equipment and products and the IT presentation of 

the components of Industry4.0.  

The first axis described is the hierarchy level axis. These levels basically correspond to 

the automation pyramid levels. They are in line with IEC 62264/IEC 61512 (Fig. 2.8) stand-

ards and can be divided into several subsystems and levels of control [144]:  
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Figure 2.7. The architecture of the RAMI 4.0 model for industry 4.0 concept (based on [31]) 
 

Level 0 - Hardware level - The inputs of the system, collecting information elements, such 

as sensors and system of outputs with valves, relays. 
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Figure 2.8. ISA-95/IEC 62264 functional hierarchy model division (based on [88], [4], [58]) 
 

Level 1 - The control system – Is a system that checks, manages, commands, directs or reg-

ulate the hardware level elements. In the majority of cases in the industry, programmable 

controllers are used for this purpose [3]. 
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Level 2 - Process Management Level, batch control, continuous or discrete control. It is a 

system that supervises Level 1 – Monitoring, supervisory control an automated control of the 

production process [10]. 

Level 3 – Manufacturing Operations Management, Work flow / recipe control to produce the 

desired end products. Maintaining records and optimising the production process. 

Level 4. - Business Planning & Logistics, Plant Product Scheduling, Operational Manage-

ment. Establishing the basic plant schedule, production, material use, delivery and shipping. 

Determining inventory levels [177]. 

Note that the IEC 62243 standard is based upon ANSI/ISA-95 [4] (Fig. 2.9). To represent the 

Industry 4.0 environment, these functionalities have been expanded to include workpieces, 

labelled "Product" and the connection to the Internet of Things and services, labelled "Con-

nected World". 
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Figure 2.9. The organisation of control system according to Industry 4.0 [180] 

 

The second axis - process axis (value stream) includethe various stages within the life 

of an asset and the value creation process based on IEC 62890; 
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The third axis shown on a vertical axis with six layers overlapping and described as 

layers is the IT presentation of the components of Industry 4.0. The layers explain how busi-

ness processes are viewed, functional descriptions, data mapping, how to communicate with 

quality of service (QoS) and how assets are linked through an integration layer. In addition 

to physical components such as components, machines, devices or cables, the asset layer also 

includes data from the planning process. 

The RAMI 4.0 approach presented allows for the convergence of IT and OT systems men-

tioned at the beginning of this chapter and rejects analysing them as separate systems but as 

elements of a common system. It will be utilized in the next chapter in the methods proposed 

by the author. 

 

2.4. Operational disruption 

2.4.1. Reliability basics 

The biggest challenge for the industry of the future for operational disruption is facing 

the maintenance department and the implementation of new tool and a significant change in 

the approach to failure management. 

 Failure and failure mode are important concepts in reliability analysis that needs to be 

explained. Based on definition from International Electrotechnical Vocabulary (IEV 192-03-

01) [184] failure is defined as the termination of the ability of an item to perform its required 

function.  It is therefore treated as an event that takes place when a required function is ter-

minated. After the failure the item will be in a failed state so it can be named that it has a 

fault. The concept of failure and fault is illustrated on Fig. 2.10. A failure mode is a descrip-

tion of a fault by reporting how the object's inability to perform the required function accord-

ing to the functional requirements can be observed [141]. 



  

28 

 

 

 

 
P

e
rf

o
rm

a
n

c
e 

Actual 

performance 

Failure 

(event) 

Fault 

(state) 

Target value 

Acceptable deviation 

Time  

Figure 2.10. The concept of fault and failure (based on Rausand [141]) 
 

Let T be a random variable representing time to failure of a component or a system. Reliabil-

ity is the probability that the system will perform its expected function under specified con-

ditions of environment over a specified period of time. Mathematically, reliability is ex-

pressed as the probability that the unit does not fail in the time interval (0, t] [170]: 

 ( ) ( )R t P T t=   (2.2) 

As the reliability denotes failure – free operation, it can be termed success probability. Con-

versely, the probability that failure occurs before the time t is called failure probability or 

unreliability. Failure probability can be mathematically expressed as the probability that time 

to failure occurs before a specific period of time t: 

 ( ) ( )F t P T t=   (2.3) 

Substituting equations (2.2) and (2.3), we have:  

 ( ) ( ) 1F t R t+ =  (2.4) 

The basic measure used for failure is the failure rate, λ(t), which plays an important role in 

the reliability analysis. To explain it, it’s necessary to analyze the conditional probability of 

a failure in the time interval from t to (t+∆t) given that the unit has survived to time t is equal: 

 ( ) ( )
( | ) ( )

lim
( )0

P t T t t T t f t
t t

t R tt
 

  + 
=  =

 →
 (2.5) 

after transformation the equations at above we come to the formula of reliability function 

shown below: 
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 ( ) exp[ ( ) ]

0

t
R t d  = −  (2.6) 

The mean time to failure (MTTF) of an object is the expected value of the random variable 

of lifetime T, written as E(T), gives the following equation: 

 ( ) ( )E(T) d d

0 0

tf t t R t t MTTF
 

= = =   (2.7) 

The failure rate λ(t) defines thus completely the reliability function R(t) of a nonrepairable 

item. In many practical applications, λ(t) = λ can be assumed [17], [142]. This follows from 

the middle section of the bathtub curve and assumptions of an exponential distribution of the 

random variable for which the failure rate function λ(t) = λ=const. Regarding formulas (2.6) 

and (2.7) it can be easily shown that in such case MTTF is a reciprocal of the failure rate : 

1 1
( )d d

0 0

tR t t e t MTTF

 

 
−= =  =                                    (2.8) 

In reliability evaluations of the safety related control systems taking into account the danger-

ous failure of the unit is often of interest. In such cases the mean time to dangerous failure 

(MTTFD) for known dangerous failure rate D of the unit or channel is calculated as follows: 

  
1 1

D D
D D

MTTF
MTTF




=  =  (2.9) 

For reliability calculations to be meaningful it is necessary to be, not only concerned with the 

failure rate of the system, but also how a system may fail, e.g. the failure mode. Identification 

of all the potential failures is extremely challenging because of the fact that there are many 

types of failure modes. Therefore, there are various ways to classify failures based on differ-

ent causes. 
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Figure 2.11. Failure classification based on the causes of failures (based on [86]) 
 

Most common failure classification proposed in IEC 61508 standard is presented on Fig. 

2.11 [56]. Failure modes can be classified as safe or dangerous. Dangerous failure of an ele-

ment and/or subsystem and/or system in a safety function prevents that function from oper-

ating when required (demand mode) or causes a safety function to fail (continuous mode) 
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such that the equipment under control (EUC) is put into a hazardous or potentially hazardous 

state (e.g. valve does not close on demand) or decreases the probability that safety function 

operates correctly when required. The dangerous failure rate is denoted by the symbol - λD. 

A dangerous failure may result in loss of functional safety. A safe failure (λS) is a failure of 

an element and/or subsystem and/or system that plays a part in implementing the safety func-

tion that results in the spurious operation of the safety function to put the EUC (or part) into 

a safe state or maintain a safe state; or increases the probability of the spurious operation of 

the safety function to put EUC (or part) into a safe state or maintain a safe state. A safe state 

can result in loss of production or service, but not the loss of a functional safety. Additionally, 

failures are distinguishing between detected and undetected failures. The ISO TR 12489 [76] 

identifies them as:  

a) detected - failure which is immediately evident to operation and maintenance 

personnel as soon as it occurs (e.g. faults reported as diagnostic faults or 

alarms). 

b) undetected - failure which is not immediately evident to operations and mainte-

nance personnel (e.g. failure that is hidden until the component is asked to carry 

out its function).  

In order to calculate the functional safety, the reliability data of the components in machinery 

are generally based on the data of the component manufacturer or on data from international 

reliability databases (e.g. SINTEF OREDA, EXIDA). There are significantly more terms and 

concepts in reliability theory, but due to the scope of the work and the comprehensive litera-

ture they are not discussed here.  

Having already briefly described the process of failure, I would like to describe the pro-

cess within companies that ensures the correct level of equipment reliability over time. The 

maintenance is a process that supports the manufacturing. The maintenance process as sup-

porting the production is intended to ensure the reliability and functional safety. Ensuring 

reliability is reflected in the cost-effectiveness of the company as well as the stability of the 

quality of manufactured products in the long term and improving it [93].  

2.4.2. Types of maintenance strategies 

Maintenance management of equipment is carried out to increase the reliability, availa-

bility and maintain functional safety, so that equipment will continue to operate satisfactorily 

for the entire life cycle with required cost-effectiveness [94]. Maintenance is the corporate 
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effort directed toward the effectiveness of plant equipment and facilities. Maintenance is a 

vital issue in assets management.  
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Figure 2.12. Maintenance Iceberg (based on [127]) 
 

Maintenance is often wrongly considered to be not productive and cost generating func-

tion [133]. Many managers often do not discover possibilities that are hidden in proper 

maintenance management and don’t see the opportunity for possible inverse threats of a 

maintenance iceberg presented in Fig. 2.12 into business effectiveness. 

Research initiated by Nowlan and Heap [126] has changed many of the most basic be-

liefs about the correlation between ageing and failure rate ('infant mortality' ; 'bathtub' curve). 

In particular, it is apparent that in each decade there is less and less connection between the 

operating age of most assets and the likelihood they are to fail. However, research has re-

vealed that not one or two but six failure patterns occur in practice. Finally, some results of 

recent research have shown that the current equipment has entirely different types of wear 

than the first published in the 1978 by Nowlan and Heap. At present, the device is character-

ised by three types of failure patterns not related to the time of use [166], [54] but, which 

could be caused by variable stress or complexity in equipment [108]. 

Different maintenance strategies focused on the various aspects are proposed in the lit-

erature. Few of them are strategies suggested by Tu [164], Bertolini [13] Bevilacqua [14], 

Bris [19], Fernandez [40], Hipkina [51], Ohno [128]. Summarising there are four main cate-

gories of maintenance strategies: reactive, planned, proactive and strategic. Each of them is 

used nowadays depending on the industry profile, budget requirements, and safety-related 
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criteria. Frequently, all four types are used simultaneously in the same facility. Each of these 

management types has some pros and cons. Depending on the company scale (number of 

employees), profile (chemical, automotive, fast-moving consumer goods), the range of ac-

tivities (local, national, global), a different approach to organisation and sensitivity for human 

aspects can be found. The main categories of maintenance strategies are presented in Fig. 

2.13. 
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Figure 2.13. Categories of maintenance strategies (based on [173]) 
 

The major challenge facing maintenance departments nowadays is to decide which mainte-

nance strategy are worthy and which are not, in their own organizations. This issue is well 

described in the literature, in guides [5], for different types of industries (petro-chemical 

[178], electricity [154], nuclear plants [78], railway [131], automotive [128], aerospace [120], 

military [112], [113], metal processing [29] municipal systems [159]) and some developed 

methodologies [168] as well as in numerous articles [175], [176], [171]. It is possible to im-

prove asset performance and at the same time contain and even reduce the cost of mainte-

nance. It concerns mainly equipment -the OT system.  

Currently, the greatest attention in maintenance is placed on increasing the predictive 

activities, which is related both to the idea of Industry 4.0 and the huge potential of advanced 

solutions what will be described in the next subsection. 

2.4.3. Classification of prediction methods 

Artificial intelligence (AI) research area can be considered to have begun during World 

War II with the works of Von Neuman [119]. In the beginning, these were simple algorithms. 
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With progress in computer techniques and increase of the calculation speed, from the begin-

ning of ’80s, a second stage of artificial intelligence development – machine learning has 

been observed. The last decade brings more sophisticated tools with special processors ded-

icated for deep neural network (DNN) algorithms, the evolution of this approach is shown in 

Fig. 2.14.   
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Figure 2.14. The development of artificial intelligence over the last several decades 

(based on own study) 
 

Machine learning - its essence is the use of algorithms to analyse data, infer from it and 

then determine or predict things that were requested. Therefore, instead of hand-coding soft-

ware with a specific set of instructions to perform a particular task, the machine is "trained" 

using a large amount of data and algorithms that allow it to learn, for instance, how to perform 

a task. The algorithmic approach over the years included decision tree learning, reinforce-

ment learning, Bayesian learning and other methods. For predictive analysis the most com-

monly seen algorithms are:  

- The k-nearest neighbours (k-NN) is a non-parametric method used also classifica-

tion and regression [7]. 

-  Support vector machines (SVMs) supervised learning models with associated 

learning algorithms that analyse data used for classification and regression analysis. 

- Apriori used for frequent item set mining and association rule learning over trans-

actional databases. It is utilised by the author in this thesis. 

- Cox regression (or proportional hazards regression) is a method for investigating 

the effect of several variables upon time elapsed before a specific event occurs. In 

the context of an outcome such as death, this is known as Cox regression for survival 

analysis [47].  
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- Decision trees is a classification and regression algorithm for use in predictive mod-

elling of both discrete and continuous attributes [156]. 

- Ada boost created by Freund and Schapire [10] was the first practical boosting al-

gorithm. Boosting is an approach to machine learning based on the idea of creating 

a highly accurate prediction rule by combining many relatively weak and inaccurate 

rules. 

Deep Learning – the base for this type of approach has stated artificial neural networks 

known for the last few decades. The idea of neural networks was inspired by understanding 

the biology of the human brain especially interconnections between neurons [156]. The dif-

ference between the biological brain and the neural networks approach is that in nature each 

neuron can be connected to another neuron,  unlike the artificial neural networks that have 

discrete layers, connections, and directions of data propagation [147]. Several commercial 

solutions have attempted to apply deep learning in their solutions what is also discussed in 

the following pages. Machine learning in particular association analysis was applied in the 

dissertation.  

2.4.4. Association analysis  

Association analysis together with the construction of association rules is a method in-

cluded in data mining, which is understood as statistical methods and artificial intelligence 

methods that enable the discovery of unknown relationships between data in accumulated 

data sets [12], [101]. These are methods that allow to create knowledge from data, i.e. find 

relationships, patterns and trends "hidden" in data. Discovering associations and building 

association rules is used to search and find relationships between objects or groups of objects 

described by many quantitative or qualitative characteristics [100]. It is an unsupervised ma-

chine learning algorithm. It can be used to generate association rules from a given data set. 

A priori algorithm can use boolean, quantitative, categorical types of item values. Association 

rule is named as single-dimensional (intradimension) since it contains a single distinct pred-

icate with multiple occurrences. Association rules represent, in the most general terms, 

knowledge about the fact that some values of relevant attributes are combined with other 

values of other attributes in a significant frequency.  

Association rules have the form of implications: if [predecessor] then [successor], 

which can be written down: if A then B, where A stands for predecessor and B for the succes-

sor and symbolically mark A → B [100]. From logical implications, association rules differ 

in that if event A occurs, then event B does not have to occur with certainty, but only with 
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some probability (e.g. 90%). Examples of association rules are statements:  "in 90% of trans-

actions where bread and butter were bought, milk was also bought" [2].  Searching for asso-

ciation rules is one of the basic methods of discovering knowledge. Association rules have 

found application in many different areas, e.g. basket analysis (discovering patterns of cus-

tomers' behaviour, which allows for better/effective placement of goods in the store, design-

ing product catalogues, encouraging customers to buy additional articles), diagnosing failures 

in communication networks, conducting marketing actions, insurance activity, banking etc 

[12], [101], [99].  

In the presented terminology explanations, the determinations commonly used in the 

descriptions of association analysis methods have been taken up (e.g. [101]). Let I = {i1, i2, ..., 

im} denote a set consisting of m elements. In the basket analysis, it is a set of goods that can 

be bought in a supermarket. Each subset of Tj set I ( 𝑇𝑗 ⊂ 𝐼) is called a transaction. In a basket 

analysis, a Tj transaction is a set of goods purchased by j -th customer (the so-called basket). 

The transaction database is a set of character pairs (idj, Tj), where idj is the transaction iden-

tifier, Tj is a transaction, e.g. a set of goods purchased by a customer with identifier idj. In 

this case, an association rule can be formally saved as an 𝐴 →  𝐵 implication, where 𝐴 ⊂  𝐼, 

𝐵 ⊂  𝐼 and 𝐴 ∩  𝐵 = Ø, this means that A and B are transactions with no common elements. 

The quality of an association rule can be measured on the basis of data contained in a specific 

transaction database. There are three indicators to be defined  [101]:  

support of itemset (supp) 

 
( )

supp( ) ( )
n A

A P A
N

= =  (2.10) 

 
( )

supp( ) ( )
n A B

A B P A B
N


→ = =   (2.11) 

 where: N - number of all transactions, 

n(𝐴) - number of transactions containing elements of transaction A, 

n(𝐴 ∪ 𝐵) - number of transactions containing simultaneously elements of transac-

tion A and transaction B, 

P(𝐴) - probability that transaction contains A, 

P(𝐴 ∪ 𝐵) - probability that transaction contains simultaneously A and B. 

If the transaction fits the rule, the conditions of the predecessor and successor are met, we 

say that the rule contains a specific transaction (the transaction supports a specific association 

rule). 

a) confidence of rule (conf) 
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( )

conf ( ) P( )
( )

n A B
A B B A

n A


→ = =  (2.12) 

To consider a rule, it’s necessary to impose a minimum support, indicating a reasonable 

amount of data about the rule. The confidence measures how good a predictor the rule is:  

b) lift 

 
conf ( ) P( / )

lift( )
P( ) P( ) P( ) P( )

A B B A
A B

A B A B

→
→ = =

 
 (2.13) 

Lift is the factor by which, the co-occurrence of A and B exceeds the expected probability of 

A and B co-occurring, had they been independent. So, the higher the lift, the higher the chance 

of A and B occurring together. An example of Apriori algorithm use is presented in Appendix 

D.1.2. 

Interesting are the rules in which both support and confidence take on relatively high 

values. Note that an association rule is strong if its support and confidence are greater than 

certain fixed minimum values:  

 supp( ) minSuppA B→    (2.14) 

 conf ( ) minConfA B→    (2.15) 

where the minSupp and minConf parameters are set by the computer program, user or 

an expert in the field, depending on the problem. 

An important concept is the frequency of the transactions collection. In a given transaction 

database, the occurrence of a set of A transactions is the number of transactions containing a 

given set: n(A). Set A is defined as frequent when it occurs in transactions at least a certain 

fixed minimum number of times Φ (e.g. when we adopt Φ = 8, it means that a given set of 

elements from set I occur in at least eight transactions). 

Frequent item set can be defined as for set value minSupp > 0, it is said that A is a fre-

quent item set then and only then if: 

 supp( ) minSuppA   (2.16) 

Let it be assumed that the elements of the collection I are ordered. Thus, there is 

 
1 2 mi i i     (2.17) 

This order is transferred to the subset of collection I, e.g. transactions. The next stage in the 

presentation of association methods are algorithms for generating association rules.  The 

number of possible association rules to be created even for a small set of I sets is very large. 

Therefore, it is not easy to computationally generate all association rules first and then choose 
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the most optimal ones. Association analysis was used in this dissertation as a method for 

failure prediction. Which will be discussed in chapter 3. 

2.4.5. Integrated prediction tool focused on reliability 

As it was mentioned above, the nowadays failure types are rarely age-related and with 

the technical progress, the lifetime of machines has been significantly increased. At the same 

time, economic aspects caused that factories increase usage of their own equipment by in-

creasing productivity and usage of machines availability. This causes that the minute of ma-

chine stops cost each year more. For those reasons, in the industry works, many companies 

deliver proactive diagnostics (ultrasonic, vibration analysis, oil analysis, thermography). 

Also, one of the goals of the Industry 4.0 revolution is to increase the availability of machines. 

In modern production lines equipped with all computer-based control levels, many data are 

gathered but used only in small percentages. Those systems rarely make use of all gathered 

information for learning about up to now observed failures and use this knowledge to prevent 

them in the future. In the past, some prognostic methods were proposed by Barringer [9], 

Popescu [139], Zhao [181], Carnero [25] and military standards [114], [112]. Since the year 

2016, different solutions for predictive maintenance appear on the market. Those solutions 

can be divided into two main groups shown in Fig. 2.15. The first are based mainly on con-

dition-based maintenance. Mainly on vibration and temperature sensors analysis. The second 

group are solutions that use artificial intelligence algorithms to predict failures or break-

downs.  
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Figure 2.15. Categories of predictive maintenance solutions (based on own studies) 
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This category can be divided into tools based on machine learning algorithms, mainly 

survival algorithms and association rules algorithms. The data are computed based on pow-

erful local servers or cloud-based solutions discussed further in the next group. The second 

group in this category is based on DNN. This group can be divided into two categories de-

pending on the approach to data collection. First work-station computing is based on local 

high-powered servers or graphic processing units (GPU) computers. In this group, data does 

not leave the plant where they were collected. The second group is supported by the cloud 

computing which means that the collected data are sent to the cloud and analysed by distrib-

uted high powered servers outside the plant from where the data came and after analysis, 

results are transferred back to the user. The benefits for local data computing are the security 

of data as it doesn’t leave the company. The cons are that data to be analysed as close as 

possible to real-time needs powerful servers. The second con is that there is no possibility to 

share the data which improves the effectiveness of the algorithms (the more data for testing 

the better efficiency of the algorithms). For cloud computing, the situation is inverse. The 

data are sent and stored in the cloud which can provoke data security problems. In pros, the 

data from many similar installations can be shared what leads to finding many new undis-

covered relation and rules. There is no need to buy and maintain server architecture but high-

speed data network is necessary. 

One of the recent examples of cloud computing predictive tools can be presented based 

on Google Cloud IoT shown in Fig. 2.16. The tool can be divided into five modules. The first 

is Data capturing into the cloud (ingest). The second stage (process) is preparation of the data 

to be able to store and later use the data.  
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Figure 2.16. Google solution for predictive maintenance (based on [187]) 

 

The third stage of the tool is data storage in the cloud. The fourth stage is machine learning 

which uses the historical data to train the algorithm and after that to serve the Cloud DataFlow 



  

39 

 

 

 

with founded rules. The last stage is feedback to the user with the visualisation of the received 

data [187].  

 

2.5. Current safety and cyber-security related issues  

2.5.1. Functional safety principles 

Modern machines and installations are commonly equipped with electrical, electronic 

and programmable electronic control systems. That reduces the cost of machines, adds many 

new functions, and reduces people engagement in the direct production process. On the other 

hand, it creates some previously unknown safety threats [155]. This problem was noticed by 

specialists and international regulatory organisations which affect the founding of interna-

tional standards (e.g. IEC 61508 [56], IEC 62061 [57], ISO 13849 [63]). It is important to 

emphasize that despite the existing wealth of knowledge, standards of machine safety and 

machine protection, there are still accidents at work, which was presented by Dźwiarek [35]. 

Looking through the perspective of Industry 4.0 and the idea of lean manufacturing, an im-

portant element is an appropriate safety level. In addition, the operation of devices in the 

network, frequent modification of software, remote access, information exchange at various 

levels of the control and management make that the entire infrastructure is vulnerable to cyber 

threats [81]especially SCS. As shown by quite frequent cases of cyber-attacks, the problem 

is no longer just a matter of thought, but has become real and can result in significant losses. 

Risk determination and risk management are included in life cycle of functional safety man-

agement. Below, a system-oriented life-cycle model is outlined, from initial development 

through to decommissioning. The diagram shown below in Fig. 2.17 is extracted from the 

IEC 61508 standard. The safety life cycle of a safety-related system is defined in a task flow 

graph. The task graph associates 16 steps within the safety life cycle. The safety life cycle is 

that part of the life cycle of a system during which activities related to assuring the safety of 

the system take place. Other tasks also appear if they are prerequisites for tasks associated 

with assuring the functional safety of the system [97]. 
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6. Operation and 
maintenance  
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validation  

8. Instalation and 
commissioning  

Overall planning 
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commissioning  
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requirements specification 

10. Realisation of safety-

related E/E/PES 

13. Overall safety validation 
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maintenance and repair 

16. Decommissiong or 

disposal 

1. Overall concept 

2. Scope definition 

3. Hazard and risk analysis 

4. Safety requirements 

5. Requirements allocation 

11. Other risk reduction 
measures 

Specification and 
realization 

15. Overall modification 
and retrofit 
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overall safety lifecycle 

phase 

Analysis 

Realization 

Operation 

 
 

Figure 2.17. The total life cycle in functional safety management ( based on IEC 61508 [56] [86]) 
 

This dissertation mainly focuses on stage 14, which is general operation, maintenance, 

and repair. It is worth noting that the diagram shows that only stage 15 is followed by the 

selection and re-analysis stage. It does not take into account potentially changing conditions 

during stage 14 and the need to perform repeated risk analyses occurring without modifica-

tion (stage 15). In the following pages, on the basis of three widely used [36] machine stand-

ards  ISO 12100, ISO 13849-1 and IEC 62061 risk assessment process is briefly described. 
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Figure 2.18. Risk assessment process of IEC 12000, IEC 62061and ISO 13849 ( based on [62]) 

 

The objective of functional safety is freedom from unacceptable risk of physical injury 

or damage to the health of people either directly or indirectly (through damage to property or 

to the environment) by the proper implementation of one or more automatic protection func-

tions (called safety functions). The entire step-by-step procedure for achieving safety is pre-

sented on Fig. 2.18 and described below: 
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Each step described in 

the process flow 

diagram includes also 

verification activities 

 

Figure 2.19. Iterative design process outline  for design of safety-related control system according to  

IEC 62061:2021 and ISO 13849-1:2015 ( based on [63], [57]) 

 

a) Step 1 – Risk assessment in accordance with ISO 12100. 

 A safety-related control system (SCS) consists of one or more safety functions. Safety 

functions and SCS are specified as a result of the risk assessment of the whole machine ac-

cording to ISO 12100 [62]. Risk management (comprise risk assessment) is a series of logical 

steps to enable, in a systematic way, the analysis and evaluation of the risks associated with 

machinery (Fig. 2.20). It involves the systematic application of principles, processes, proce-

dures and practices relating to communication and consultation activities in an appropriate 
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context, as well as the monitoring and recording of results that may be useful in the assess-

ment of KPIs relevant to the risk evaluation  and treatment [88].  

 

 

 Risk evaluation 
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Preliminary ranking of risks 
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management  

 

with consideration 

of defined 

KPIs 

 

 
 

Figure 2.20. Risk management process (based on [71] [89]) 
 

The ALARP (as low as reasonably practicable) principle is to be used in practice to 

evaluate and reduce a risk measure of interest to the level which involves balancing the risk 

reduction against the time available, technical problems and related cost, e.g. applying the 

cost-benefit analysis (CBA) [86]. Below this level, the cost of further risk reduction could 

become too high, unreasonably disproportionate to the benefit obtained in terms of decreased 

risk. Typical individual risk thresholds and lines are presented in Fig. 2.21 for workers and 

other persons being exposed to danger. As it is shown, the individual risk thresholds values 

proposed for workers/employees are an order of magnitude higher than for other persons (e.g. 

visitors) [92]. Three individual risk ranges are indicated in this figure: intolerable range - I, 

conditionally tolerable range - II and tolerable range - III, respectively for workers (w) and 

other persons (o). 

 



  

44 

 

 

 

 

Intolerable area 

Tolerable area 

Risk considered as negligible 

Risk can be justified 
only in exceptional 

circumstances (rescue) 

Risk tolerable only 
if its reducing is too 
costly to be 
acceptable in 
activity of interest 

Risk to be 
reassessed 

periodically  

Conditionally 
tolerable area 
(ALARP & CBA) 

IIO 

IIIO 

IO 

Risk levels per year 
R

I
[a

-1
] 

 

10
-3 

10
-6 

10
-4 

10
-5 

Workers Other persons 

IW 

IIW 

IIIW 

1 in 1.000 

1 in 10.000 per year 

1 in 100.000 
per year 1 in 1.000.000 

 
 

Figure 2.21. Individual risk criteria in the context of ALARP principle (based on [88] [92]) 
 

The individual risk RI can be roughly defined as a function of the occurrence rate of 

a hazardous event per year and probability of a dangerous failure of the SCS; in which a 

specific safety function is implemented [88].  

The main objectives of risk analysis are: 

- Establish the limits and the intended use of the machinery 

- Identify the hazards and any associated hazardous situations 

- Evaluate the risk and decide on the need for risk reduction 

- Estimate the risk for each identified hazard and hazardous situation 

b) Step 2 – Define the measures required to reduce the calculated risks 

The objective of this stage is to reduce risk as much as possible, taking into account 

various factors. This process is iterative and it may be necessary to repeat it several 

times in order to reduce the risk. The hazard analysis and risk reduction process require 

hazards to be eliminated or reduced using the following hierarchy: 

1) Hazard elimination or risk reduction through design 

2) Risk reduction through technical protective devices and potential addi-

tional protective measures. 

3) Risk reduction through the availability of user information about the resid-

ual risk. 

c) Step 3 – Risk reduction through control measures 
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In order to achieve the necessary risk reduction, safety control parts are used and this defines 

that the design of those control parts has to be an integral part of the overall design procedure 

of the machine. 

d) Step 4 – Implementation of control measures  

 The implementation of control measures using standards ISO 13849 and IEC 62061 is pre-

sented below (Fig. 2.19): 

1. Determination of the required performance. 

The probability of dangerous failure per hour (PFH) related interval criteria proposed 

for designing the safety-related control system (SCS) that implements defined safety func-

tions are specified in functional safety standards for high demand or continuous mode of 

operation [56]. Fig. 2.22 illustrates these interval PFH criteria for determining the safety in-

tegrity level claimed (SIL CL) given in IEC 62061 [57] and the required performance level 

(PLr) according to ISO 13849-1 [63] standard. It corresponds with required individual risk 

reduction after implementation defined safety function in designing the SCS of architecture 

proposed, characterised e.g. by the hardware fault tolerance (HFT), i.e. hardware (HW) with-

out redundancy (HFT = 0) or with single redundancy (HFT = 1), and requirements concerning 

the quality, including the reliability, of safety-related software (SW).  
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Figure 2.22. Risk graphs for determining required performance level PLr or safety integrity level  

claimed SL CL (based on standards [57] [63])  
 

The risk related to the safety of machinery for a hazard considered is a function of se-

verity of harm that could result from that hazard and probability of occurrence of that harm. 

It was assumed in ISO 12100 that this probability is influenced by three factors: 
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• the exposure of person(s) to the hazard, 

• the occurrence of a hazardous event, and 

• the possibility to avoid or limit the harm.  

As it is shown in Fig. 2.22, the risk evaluation method proposed in IEC 62061 aimed at 

determining SIL CL for the safety function are considered for reducing individual risk.  

The SIL CL for a safety function is determined according to Table 2.2 for the severity 

level (Se) selected and the class index (CI) evaluated. The CI is a sum of integer numbers for 

three parameters presented in Table 2.3. For instance, if Fr = 5, Pr = 4, Av = 3, then CI = 12 

and for the severity selected Se = 3 from Table 2.2 the SIL CL = 2 is determined for the safety 

function considered. For some cases, the determination of SIL CL is not required if other 

safety measures (OM) are available.  

 
Table 2.2. Determining SIL CL (or PLr) of a safety function  

for severity level Se of consequence and class index CI [57] 

Consequences Severity 

(Se)  

Class Index (CI = Fr + Pr + Av)  

3 4 5 - 7 8 9 - 10 11 12 - 13 14 15 

Death, losing an  

eye or arm 
4 

SIL 1 SIL 2 SIL 2 SIL 3 SIL 3 

PLrb PLrc PLrd PLrd PLre PLre 

Permanent, los-

ing fingers 
3   

(OM) SIL 1 SIL 2 SIL 3 

PLra PLrb PLrc PLrd PLre 

Reversible, med-

ical attention 
2 

 (OM) SIL 1 SIL 2 

No SIL (or PL)  

required 
PLra PLrb PLrc PLrd 

Reversible, first 

aid 
1 

` (OM) SIL 1 

 PLra PLrb PLrc 

 

Table 2.3. Parameters for determining class index CI [57] 

Frequency and duration, 

Fr 

Probability index of 

a hazardous event,  

Pr 

Avoidance, 

Av 

 
Duration of ex-

posure ≥10min 

Duration of ex-

posure <10min   

 1 hour 5 5 Very high 5   

> 1 hour  day 5 4 Likely 4   

> 1 day  2 weeks 4 3 Possible 3 Impossible 5 

> 2 weeks  1 year 3 2 Rarely 2 Possible 3 

> 1 year 2 1 Negligible 1 Likely 1 

 

The performance level required (PLr) for a safety function can be determined according 

to left side of the graph presented on Fig. 2.22 considering parameters presented in Table 2.4 
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according standard ISO 13849 [63] or considering Table 2.2 and 2.3 according to standard 

IEC 62061 [57]. 

Table 2.4. Parameters for determining required performance level PLr [63] 

Severity of injury, 

S 
Frequency and/or 

exposure to hazard,  F 
Possibility of avoiding 

hazard or limiting harm,  P 
Slight 

(reversible injury) 
S1 

Seldom, exposure 

time is short 
F1 

Possible under spe-

cific conditions 
P1 

Serious (irreversible 

injury or death 
S2 

Frequent to continu-

ous 
F2 

Scarcely possible 
P2 

 

2. Specification preparation 

Specification of the functional requirements shall describe each safety function that is to 

be performed. A safety function that is implemented using control measures generally com-

prises sensor, logic unit, and actuator. Such a chain can include, on the one hand, discrete 

elements such as guard interlocking devices or valves and complex safety controllers. As a 

rule, it is therefore necessary to decompose a safety function to a structure of sub-function(s). 

The decomposition process shall lead to a structure of sub-functions that fully describes the 

functional and integrity requirements of safety-related control system. Furthermore, the re-

quires SIL or PL must be defined [172]. 

3. Design of control architecture 

Part of the risk reduction process involves the definition of the machine’s safety func-

tions. This includes the safety functions of the control system. Why defining the safety func-

tions, it is always important to consider that a machine has different operating states (e.g. 

automatic, setup mode) and that the protective measures in these different modes may be 

totally different. A safety function may be implemented via one or more safety-relevant con-

trol parts and several safety functions may be divided over one or more safety- relevant con-

trol parts [172]. 

4. Determination of the achieved performance 

The process of PL/SIL determination is only outlined in Figure 2.19. Both standards use 

calculation methods based on simplified methods, while IEC 62061 standard additionally 

presents the possibility to calculate PL/SIL by formulas. The calculation results from both 

standards lead to similar results. There are many descriptions of these calculations in the 

literature and therefore the author does not include a detailed description here. 

5. Verification 

Approach based on ISO 13849 standard is that for any single safety function, the PL of 

the corresponding safety‐related parts of controls systems (SRP/CS) must be equal to the 
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required performance level. When multiple SRP/CS are part of a safety function, their PLs 

shall be equal to or greater than the required performance level for that function. 

However, according to the IEC 62061 standard for known SIL CL, the relevant level has 

to be verified whether it is achieved by designed SCS of architecture considered for imple-

menting the safety function of interest using relevant probabilistic models to meet interval 

criteria for PFH. 

Verification of the safety system design means confirmation by examination (e.g. tests, 

analysis) that SCS, its subsystems or subsystem elements meet the requirements set by the 

relevant specification [57]. In order to verify that a target SIL or PL has been achieved we 

need to consider a number of things, these include the hardware architectures of the safety 

related controls (e.g. single channel or dual channel), the reliability of the components used, 

the amount of diagnostic coverage (DC), and the susceptibility to common cause failures 

(CCF). These are considered to be the quantifiable aspects. 

One of the elements described above is the hardware architecture, which requires a brief 

presentation. Standard EN 62061 defines a number of basic subsystem architectures to help 

with the estimation of the probability of random hardware failures, these are subsystems ar-

chitectures A, B, C, and D. The safety related control function might be achieved by a number 

of different subsystem architectures in a series alignment. Subsystem architecture A is a 

single channel architecture without diagnostics, the sum of the failure rates of the individual 

elements is the probability of failure of the subsystem. Subsystem architecture B this is a 

single fault tolerant (redundant) subsystem without a diagnostic function. Subsystem archi-

tecture C is zero fault tolerant with a diagnostic function. Subsystem architecture D - is single 

fault tolerant with diagnostic functions, the overall probability of dangerous failures of this 

subsystem is influenced by the design of the subsystem elements. 

 

6. Validation 

The design of a safety-related control system requires validation. The appropriateness 

of the safety-related control function is examined for the application. Validation can be done 

through analysis or testing. The verifying procedure is to be carried out for each safety func-

tion defined together with validation of additional specific requirements for the implementa-

tion site considered. Details are given in the standard [57] and publications [88], [90]. Each 

standard provides a unique definition of validation. Next, completing the validation of safety 

function step means confirmation by examination (e.g. tests, analysis) that the SCS meets the 

functional safety requirements of specific application [57]. Validation takes place at both the 
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machine builder’s facility, and the end-user’s facility to make sure the safety-related control 

system operates correctly at every stage of commissioning, from installation, through start-

up, to machine set-up. 

2.5.2. Contemporary requirements for functional safety 

The measures of the reliability of the components used and DC mentioned above in the 

verification phase are influenced by the functional testing parameter. It’s element of the four-

teen-stage total file cycle of functional safety management. Functional test’s objective is to 

detect hidden failures which collection could prevent the execution of operating SCS in the 

correct manner with implemented safety requirements. Those tests should be made in condi-

tions as close as possible to normal operating conditions of SCS. Well prepared tests include 

all elements of SCS from the sensor by communication devices up to logic controllers. The 

functional test should be created as an integral test, which means all safety-related elements 

of a channel should be tested at the same time. In situations where it is impossible because 

of lack of possibility to stop the entire line those tests should be done in sub-systems. How-

ever, also with rare frequency, entire tests have to be done. 

The following tests and fault detection help to detect and remove hidden faults in the 

safety system. There are three possibilities for failure detection [153]: 

• failure detection by automatic (diagnostic) self-tests (including operator observation), 

• failure detection by functional test (manual test), e.g. proof test, 

• failure detection during process requests and shutdowns. 

In case of safety-related systems, three general types of testing methods exist [53] named 

shutdown testing, bypass testing and partial stroke testing. In machinery, the most common 

type of testing is shutdown testing. 

At start-up, the operation of the safety function is validated but the safety function must 

be maintained by periodic proof testing. The definition of proof test given is a ‘‘periodic test 

performed to detect failures in safety-related systems so that the system can be restored to as 

a new condition or as close as practical to this condition’’ [125].  The full proof test perform-

ing a safety function is treated as the undesired stopping of the production process, which 

reduces production effectiveness. According to standard ISO 12100:2010 [62], the product 

manufacturer should provide information for end-user about the nature and frequency of in-

spections for safety functions [62]. Unfortunately, frequently no information can be found in 

safety manuals about proof test frequency or there is a statement that proof test is recom-

mended to be performed at least once per year. The frequently encountered rule is also that 
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proof test interval should not be more than 50% of the demand rate [45]. The standards as-

sume that the useful lifetime of the machinery is twenty years [57]. It is based on the assump-

tion of difficulty in the prediction of valid reliability data above this period [57].  

The fact which cannot be neglected is a crucial role of maintenance in sustaining safety 

at the appropriate level in operation [182] considering maintenance and repair stage of overall 

safety lifecycle [56]. After machine commissioning the maintenance department takes care 

of safety-related aspects [82] as well as the cost criteria what has to be done choosing the 

correct maintenance strategy [107]. Optimisation of preventive stops is widely described in 

the literature. Their optimisation is analysed in terms of incurred costs [169], in short term 

cost optimisation and long term cost optimisation [44] and time-dependent inspection fre-

quency models [110]. Most of the current articles focus on a narrow range of individual cost 

optimisations. In industry, in addition the first step, however, is to comply with legal and 

standard requirements, followed by optimisation in terms of productivity and costs.  

Following the standard PN-EN ISO 14119 [39] covering interlocks, one can find direct 

values of test proof interval. For applications using interlocking devices with automatic mon-

itoring, it is stated that for PL e with Category 3 or Category 4 or SIL 3 with HFT equal, one 

functional test should be performed every month. Moreover, for PL d with category 3 or SIL 

2 with HFT=1, a functional test should be carried out at least every twelve months [39]. In 

the newest version of IEC 62061 standard [57] also appears a recommendation of redundant 

systems with non-electronic technology with infrequent operation to make functional tests at 

least every month for SIL 3 and at least every 12 months for SIL 2 [57]. In safety manuals of 

safety equipment, it can often be found that the producer advises or recommends to make a 

proof test of the device at least once per year. IEC/EN 62061 states that a proof test interval 

of twenty years is preferred (but not mandatory) [69]. Recently, in many safety manuals, 

manufacturers write that the maximum proof test interval in a high demand mode of operation 

is twenty years.  

2.5.3. Security aspects related to functional safety  

The last ten years provide a huge change in the aspect of security in the industry. With 

the growth of infrastructure development, more and more data are sent to the company's data 

centre servers around the world. The tele maintenance is becoming common not only for 

huge enterprises but also for small companies. The services included in cloud services are 

becoming increasingly popular. With all benefits provided by those innovations, the risk re-
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lated to security is rapidly increasing. Cyber-attacks resulting in the physical damage on in-

dustrial plants become frequent. To help enterprises manage this new risk, new methods and 

security standards have been created (e.g. IEC 62243[59], IEC TR 63074 [60], ISO 27000 

[70]). The issues of cyber threats in this dissertation are concerned with the impact on the 

functional safety of safety- related control systems. 

The IEC 62443 series of standards [59] now comprises in principle 14 parts, but some of 

them are still under development or proposed. The aim is to cover the industrial automation 

and control (IACS) safety topics in a comprehensive and independent manner. It is suggested 

to use this series of standards to add security-related topics to IEC 61508 [56]. So far, how-

ever, IEC 61508 and IEC 62443 have been only loosely linked [88]. The IEC 62443 standard 

includes the concept of security assurance levels (SAL). The security assurance level frame-

work helps group cybersecurity requirements to make them easier to implement  [41]. These 

threats are a direct result of the increase in IT solutions used from programmable logic con-

trollers to smart sensors and programmable actuators often connected to the internet via var-

ious communication protocols including often Ethernet. These threats have been recognised 

by the standards authors and therefore a technical report IEC TR 63074 [60] was published 

in year 2019, describing both security risk assessment but also security countermeasures. 

At present, in the literature is a wealth of descriptions of proposals for strategies and 

countermeasures to prevent cyber-attacks, while systems can never be one hundred percent 

safeguarded, author quotes one of the more known general four practices that should be de-

ployed to effectively manage cyber risk [111]: 

- Prioritize protection around key assets according to the risk level identified. 

- Integrate cybersecurity into core processes also as part of the enterprise wide risk 

management process, focusing on short reaction times. 

- Engage management and employees focusing that senior management act as role 

models for vigilance against cyber risk. 

- Safeguard the technology by automating defence as far as possible to enable cyber-

security professionals to focus on safeguarding the technology against new threats 

[111], this point is particularly relevant for systems with determined PLe / SIL3. 

In the following chapter author take into consideration elements of security aspects in 

terms of protection of functional safety functions against cyber-attacks. 

2.6. Chapter summary 
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This chapter presents an overview of the factors identified by the author that have an 

adverse impact on productivity and safety. Business management models are changing, en-

compassing an ever-growing range of phenomena that affect an enterprise. Reliability man-

agement techniques have been improved and adopted in various industries for several dec-

ades now. The analysis of the increasingly wider group and the scope of potential risks makes 

the company more and more secure to the impact of various negative external factors. For 

this purpose, business continuity management [68] and risk management [71] methods had 

been created and then formulated in the form of standards. In the era of digitalisation, lead-

ership is needed at many levels of business management activities. Companies need to make 

many decisions quickly at many levels, often at the same time. To achieve this, it is required 

to have adequate methods and tools. For decades, extensive research, analysis and implemen-

tation of new models have been conducted to increase productivity, such as Juran [79], TQM 

or Toyota manufacturing way with TPM [64], [63], [162], [152]. USAF's reliability studies 

[130], [30] have given rise to further developments. Another very broadly described literature 

in the field of human factors research is widely covered in military standards [115], [123], 

[151] and by practitioners like Kletz [83] and their potential impact on all areas of the busi-

ness activity.  

 
Predictive failure detection  

EXTERNAL 

FACTORS 

Functional test optimisation 

method 

INTERNAL FACTORS 

Proof test interval  

 

Figure 2.23. Areas of interest to the author in this dissertation. 
 

Following increasing market conditioned needs of productivity, cost reduction and 

safety requirements declared by families of international standards ISO 9000, ISO 14000, 

IEC 61508, ISO 13849 and IEC 62061 standard, computerised industries are faced with find-

ing the optimum between economic aspects of business and risk assessment. Modern pro-

duction lines, designed according to the latest requirements of international standards (espe-

cially Industry 4.0) and optimised including the economic aspects, as well as the older pro-

duction lines, face the problems to ensure adequate reliability as a function of costs while 
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ensuring the required safety integrity level [135]. A factory equipped with computerised pro-

cesses and enhanced diagnostic tools often does not use a lot of information that have been 

collected from the hardware operation. Many possible failures to be detected and prevented 

still do not have the root cause found in given operational conditions. To ensure an adequate 

level of reliability and safety, it is required to periodically inspect safety-related features.  

The first observation that the author noticed is the multitude of approaches that describe 

solutions to current problems in industry in a pointwise manner. The tools are not intercon-

nected, there is a lack of synergy, especially in predictive systems. Fig. 2.23 shows several 

of the author's areas of interest, amid some internal and external types of factors. Failure 

detection as a research problem is the subject of many methodologies, which becomes very 

important today. However, there are no comprehensive solutions covering this topic. 

The second author observation is that standards, publications and methods of functional 

safety are often focused on the process industry where the risk of accident and failure on a 

large scale is much higher than in other industries. The author focuses the research on ma-

chinery where two standards EN 13849 and EN 62061 are considered. Further analysis in 

this dissertation will focus on just these two areas.  
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Chapter 3 

METHODS PROPOSED FOR SUPPORTING THE 
PRODUCTIVITY INCREASE AND SAFETY ASSURANCE 
OF PRODUCTION PLANTS  

This chapter will present the methods and tool proposed by the author to improve 

productivity by predicting failures and ensuring the appropriate level of functional safety 

with test interval optimisation. Finally, the tool for the choice of proof test interval is pre-

sented.   

 

3.1. Proposed new methods and tool  

In this dissertation, the author presents tool and different methods that affect different aspects 

of a company (Fig. 3.1). 

The first proposed method and tool aims at predicting events that can be detected by 

linking relationships of the predecessor/antecedent and a consequent /successor which im-

proves availability and indirectly affects productivity, maintain functional safety (also by re-

ducing the risk of cyber-attacks) and indirectly goods quality of the analysed object. The 

proposed model, in other words, is based on anticipating events through the earlier occur-

rence of a symptom. 

 

Risk 

Category 

Domain of impact 

Safety Availability Quality Security 

Reputational  
   

Financial  
   

Operational 

 

   

Compliance     

Strategic     
 

 

 

 

 

Proof test interval 

method 

Predictive method 

Functional test optimisation method 

 
 

Figure 3.1. Impact matrix of the methods and tool proposed by the author by risk type and impact do-

main (based on [179]) 

The second essential point shown by the author is functional test interval optimization. 

This method can be provided with information from the first method presented. It is therefore 
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a complement to the first method with elements of functional safety assurance. It is a method 

that was created as a result of the author's observations and the need to ensure an adequate 

level of functional safety while providing an adequate level of machine availability. This 

method affects the functional safety and availability of machines. 

The last method developed by the author is the proof test interval selection tool. This 

tool affects operational risk and functional safety and availability of machines. 

 In the following pages, each of these methods and tool will be discussed in turn. 

 

3.2. Outline of the proposed prediction method  

3.2.1. General principles 

The author's professional practice shows that at present, with significant development 

of reliability analysis and diagnostics methods, events classified as failures occur rarely with-

out previous symptoms. Data collected by the authors’ observations, made on modern pro-

duction line shows that over 43% of events can be detected before the occurrence. Looking 

through the perspective of maintenance, the data show that product-related influences defects 

are the most difficult to predict. This is largely due to the variability of the quality of raw 

materials over time, the sensitivity of recipes and machines to this variability and fewer sen-

sors installed for measuring these parameters on the analysed line. For all the reasons men-

tioned above, the sequence if the predecessor than a successor, is justified in the machinery-

based industry.  

  

Figure 3.2. Human-centered concept of the method (based on own study) 
 

The realization of this approach requires working in four areas (Fig. 3.2), taking into 

account the main role of man as a client. The first element of the cycle is the object which is 

the machinery with IACS. It is the source of information and the subject of corrective actions 

at the end of the cycle. It is also the main element of interaction with the human being. The 

Machinery with 
IACS

DataPrediction

Action
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next stage of the cycle is data. The data is obtained from the machinery at different levels of 

control. The data is processed here and adapted for the next stage of the process. In the next 

stage - prediction, the process of identifying potential future events takes place. The last stage 

is action where obtained predictive data is transmitted and actions are taken to eliminate 

safety hazards and potential failures. A significant difference in the presented approach to 

market solutions is the human-centred approach. The solutions described in the literature and 

the available market solutions are comprehensively focused on the preparation of the data for 

their processing and the display of the results obtained. Additionally, the methods occurring 

during this process are a black box for the user. Such a solution works very well when there 

is no need for the user's intervention to obtain the finished product and their knowledge of 

the process does not add value to the user (an example is artificial intelligence in camera 

image processing). However, systems in the industry are not currently able to collect data 

from machines, process this data, make predictions, issue results and take corrective action 

on their own. At the moment, it is a strongly interconnected and human-dependent system. 

As mentioned above, predictive solutions products (failure predictive solutions) exists 

on the market, but they are not widely used due to a number of disadvantages. The author 

presents an improved prediction process with eleven groups of key changes. The course of 

the prediction process together with the proposed changes is presented in Fig. 3.3. The pre-

sented model comprises the basis of implemented organizational systems (TPM, RCM) and 

analysed object - machine, its proper preparation for predictive approach, the next stage is 

preparation and selection of data (data cleaning, data integration, data selection, data trans-

formation). The model proposed by the author consists of two distinct processes. The first is 

data mining. This is a process of finding patterns and trends (the rule search module) useful 

in large data sets. The second process is predictive analytics. This is the process of extracting 

information from large sets of data to make forecasts and estimates of future results [115]. 

Both processes are co-relevant and predictive analytics is the second process. The last but 

equally important stage is the management of the results held, their presentation, the selection 

of recipients, the division of the obtained knowledge into recipients and the establishment of 

a model of action according to the defined criteria. After the completion of these activities as 

a cyclical process, all activities are performed again. 
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Action 

11. Data-based 
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Time-based 
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Raports of 

predicted events 
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Figure 3.3. Complex predictive process with eleven enhancements proposed by the author CAST-P 

model (based on own study) 
 

Main assumptions and innovative elements introduced to the author's method: 

- use the prediction process to improve functional safety, 

- possible applications in cyber security, quality deviations cause detection, energy effi-

ciency optimisation and analysis of operator' behaviour. 
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- managing the whole process from the machinery itself to the return of human action on 

the object where other solutions take into consideration only data and prediction stages, 

- human-centred process (taking into account the human as a client) at every stage of the 

process,  

- approach from the user's perspective (operator, maintenance), not purely mathematical 

and IT, the process is not a black box for the user. 

In the following subsections, each of the four stages will be approximated in detail. 

3.2.2. Machinery with control system - process stage 

The first stage of the process is machinery with control system. It includes the entire 

production line with all levels of control, safety systems, human-system interfaces. At this 

stage, the author proposes four groups of modifications to improve the process (Fig. 3.4). 

The author takes into account devices whose age does not exceed twenty years. This is the 

age that is currently defined by most of the manufacturers as the lifetime of the device and it 

is the maximum value for which operation is planned and an appropriate level of reliability 

[57]. 

 

 

 

Machinery 

with IACS 

3.Classification 

of events 

4. Choice of data used 

Exported 

data 

1.Necessary foundation. 

TPM, RCM 

2.Input data 

quantification 

X 

 

Figure 3.4. Inputs and outputs of the different levels of control system (based on own study) 
 

Four of the changes proposed by the author concern, in the first case, the necessary organi-

sational requirements, in the second and third case, the preparation of the data, while the 

fourth concerns the selection of the data. 

3.2.2.1. The necessary foundations 
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As previously presented in chapter 2, due to the high impact of maintenance services on 

the company's economic performance, in particular, costs related to the purchase of spare 

parts and the percentage of unplanned and planned shutdowns reducing production line effi-

ciency and the same fixed maintenance costs (wages, tools, subcontractors) many methodol-

ogies and tools to improve the efficiency of this department were developed. These method-

ologies address the production system (TPM), for analysis of the costs associated with pre-

ventive spare parts replacement policy (RCM). TPM as a methodology covers a wide range 

as it also refers to behaviours, working methods as well as cost reduction. A lot of space in 

the literature is also devoted to the management of maintenance competencies. In relation to 

other departments, they are usually much wider and require specialist knowledge.  

 

 

Computer-aided statistical tool with 

prediction of potential defects and 

failures (CAST-P) 

Complex strategy for 

reliability management 

RCM TPM 

 

Figure 3.5. Integrated maintenance concept [132] 
 

The proposed integrated solution is very multidisciplinary as it proposes a data mining solu-

tion. Each technique requires human servicing and maintenance, the more technically ad-

vanced it is, the more skill  is required to handle and maintain traffic, but the human behaviour 

remains the same for both cases, resulting in the need to implement organisational techniques 

such as TPM and cost optimisation approach as RCM (Fig. 3.5). Having both of these meth-

ods implemented at some point ends up ways for further progress in conjunction with the 

implementation of a computer-aided statistical tool with prediction of potential defects and 

failures (CAST-P) as it was presented by the author in [132]. It is a good foundation for a 

complex strategy of reliability management. The implementation of these tool guarantees the 

best-known standards of action plan piloting and problem-solving at the moment. This brings 

the following benefits: 

- the required level of training for operators and maintenance 

- a professional approach to machine repairs 

- planned maintenance at a high level, 

- proper management of the predictive results obtained 

- to carry out a cause analysis with the detection of the real root causes 
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This also results in the lack of false or noisy information received at the subsequent 

stages of the prediction process. It is assumed that the RCM and TPM methods have to be 

already implemented in the analysed production lines, and besides the short description, those 

management techniques and methods will not be the subject of this work. 

3.2.2.2. Input data quantification 

 

There is a wealth of data in manufacturing companies. This data comes from sensors, 

smart sensors, converters, control systems, human-system interfaces, supervisory control and 

data acquisition (SCADA) systems, and several other sources (Fig. 3.6). The number of data 

sources is increasing from year to year thanks to the progressive digitalisation of production 

and ancillary processes and the digitalisation of all operations that have been recorded so far 

in paper form. 

 

 

 

 

 

 

 

L2 

BINARY & REAL 

OUTPUT 

PLC 

BINARY & REAL 

OUTPUT 

BINARY 

VALUE  

INPUT 

REAL 

VALUE  
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Figure 3.6. Inputs and Outputs of the different levels of control system  

(based on RAMI 4.0 and ISA 95) 
 

The important element of the model is the form in which data is obtained for further analysis. 

As already mentioned above, data can be obtained in various value and data formats. Several 

types of data can be distinguished here: 

- binary data (boolean) 

- real-value (real number) 

Data in binary form Eq 3.1 - such a choice causes a dramatic decrease in the amount of 

valuable information and results in a significant decrease in the number of rules that may 
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arise from this data. On the other hand, it is the simplest and most comprehensible way to do 

analyse without requiring much computing power. 

 1, , iDB x x=   where 0 1; 1,2,...,ix i n=  =    (3.1) 

Data in real value Eq 3.2- this selection results in the largest, from all data types, the 

possible number of rules to be found, but they can often be untrue, and it takes a lot of human 

resources and expertise to pre-treat the data and then to lay down and select the resulting 

rules. Considerable hardware requirements also arise. 

  1DR ,..., jy y=  where , 1,2,...,jy R j n =  (3.2) 

The authors’ proposal is to use two data types in further calculations: binary data and 

simplify other data types into quantified data (Fig. 3.7.) Eq.3.3. Data quantification is an 

intermediate solution using smart metering and smart sensor concepts. It entails the quantifi-

cation of input data as close as possible to its origin, e.g. through smart metering systems that 

process analogue values into several thresholds and send them further to control systems. 

 

 

 time 

Y 

a1 

a2 

a3 

y=f(t) 

a3=f(t3) 

a2=f(t2) 

a1=f(t1) 

t1 t2 t3 
 

Figure 3.7. Example of data quantification into three quantified value levels (based on own study) 
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 (3.3) 

The value added from the data quantification results in the possibility of building mul-

tiple levels of values, which can be used depending on symptom and effect, e.g. if two oil 

temperature sensors outputs are programmed (warning level, alarm level), the occurrence of 

the first sensor output can be considered as a symptom for the occurrence of an alarm input 

(oil overheating → alarm temperature level → machine stop). The solution proposed by the 
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author consists of the verification of installed digital sensors for the use of quantification of 

output levels and set switching values. In the case of analogue sensors, verification of the 

controller's or transmitter's logic in order to determine appropriate switching levels and mes-

sages issued. Optionally, during the preparation process, adding new sensors with several 

switching levels. 

3.2.2.3. Classification of events 

All events can be divided into many categories depending on the division key. These 

divisions are used for many purposes (e.g.: division of information displayed on the opera-

tor's dashboards of a given operator station) defined by plant and machine designers and 

control engineers. Events classification (Eq. 3.4) is a division of all recorded events into cat-

egories.  

1 2( ,  , ...,  )NEvents EVT EVT EVT=     (3.4) 

Categories can serve many indirect purposes and the primary purpose of dividing all 

events into two categories: symptoms and failures. This action allows to reduce the number 

of computer calculations and eliminates the creation of trivial and misleading rules. Examples 

of categories are  

a) operator actions - all events performed by the operator; 

b) HMI - all activities of an operator's interaction via operator panels; 

c) machine stoppages - failures resulting in machine stoppage; 

d) section stops - failures that result in machine section stops; 

e) system events - information on events generated by the SCADA, machine control 

system or other systems; 

f) recipe change - information about the change of the current recipe on the machine. 

3.2.2.4. Choice of data used 

Each control level has a different range, size and variety of data formats. This means 

that collecting data from only one level may not be sufficient for analysis and prediction 

purposes. On the other hand, data collected from all levels may place a heavy workload on 

the IT infrastructure (capacity, computing power) (Table 3.3) and may duplicate information 

already obtained in another format (which may create unnecessary trivial rules). Therefore, 

the author considered it reasonable to create a data selection matrix depending on the purpose 

of the analysis (Table 3.2).  

Table 3.2. The data selection matrix depending on the purpose of the analysis. 
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Data mining or prediction 

module 

Level 0 

(L0) 

Level 1 

(L1) 

Level 2 

(L2) Comments 

Failures prediction x x x  𝐿0 𝑜𝑟 𝐿1 𝑜𝑟 𝐿2 

Safety deviation prediction   x x 𝐿1 𝑜𝑟 𝐿2 

Cyber-attack detection x x  𝐿0 𝑜𝑟 𝐿1 

Quality deviation detection x x x (𝐿0 𝑜𝑟 𝐿1) 𝑎𝑛𝑑 𝐿2 

Energy efficiency optimisation x x x (𝐿0 𝑜𝑟 𝐿1) 𝑎𝑛𝑑 𝐿2 

Operator’s behaviour analysis   x 𝐿2 

 

For example, in the case of failure prediction, machine data are of interest. These data 

can be found at each level of control - of course in a different form and scope. However, 

analysis of the data of any of the levels will allow results to be obtained. Therefore, it can be 

written that the user can select one of three control levels as the data source (𝐿0 or 𝐿1 or 𝐿2). 

The situation changes in the case of quality deviation detection where knowledge from two 

levels is needed to correctly predict events. It results from the fact that only level 2 contains 

all events informing about quality parameters. The information about machine state can be 

collected from level 0 or level 1. Therefore, here the user must use data from L0 or L1 and 

L2 ( (𝐿0 or 𝐿1) and 𝐿2). 

The proposed selection table has a general purpose and can be modified depending on 

the specifics of the plant and control systems. However, it gives the foundation to select the 

necessary data to achieve assumed goals. 

 

 

 

 

 

 

Table 3.3. A comparison of advantages and disadvantages of collecting data from different con-

trol levels. 

Level 0 Level 1 Level 2 

+ the largest amount 

of raw data to allow 

for the most complex 

analyses 

+ pre-processed and assigned data 

 

 

+ processed and assigned 

data, 

- loss of certain information  

 

- large data size, 

- no attribution of 

data details, 

- tedious data pre-

processing required, 

- large data size but smaller than 

level 0, 

 

- tedious data pre-processing re-

quired, 

+ moderate data size, 

 

 

- processed data 
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- data in the form of 

different formats, 

- data in the form of different for-

mats, 

+ data in a single form of 

format, 

- very powerful com-

puters or cloud com-

puting and a very ef-

ficient internet con-

nection are required, 

- very powerful computers or 

cloud computing and a very effi-

cient internet connection are re-

quired, 

 

+ no need for very powerful 

computers or cloud compu-

ting and no need of a very 

efficient internet connec-

tion, 

- lack of information 

on the interaction of 

operators with the 

control system. 

- partial information on the inter-

action of operators with the con-

trol system, 

 

+ practically complete in-

formation on the interaction 

of operators with the control 

system. 

3.2.3. Data - process stage 

The second stage of the analysis - Data, this is the process of processing and preparing 

data. Here, as standard, the data mining process is divided into four stages (Fig. 3.8.): 

1. Data cleaning (to remove noise and inconsistent data) 

2. Data integration (where multiple data sources may be combined) 

3. Data selection (where data relevant to the analysis task are retrieved from the database) 

4. Data transformation (where data are transformed or consolidated into forms appropriate 

for mining by performing summary or aggregation operations for instance) 

 

 

 Data 

1.Veracity 

of data  
2.Transparency 

of data 

Data 

cleaning 

Data 
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Data 

selection 

Data 

transformation 
 

Figure 3.8. Inputs and Outputs of the different levels of control system (based on own study) 
 

At this stage, the most important changes and proposals of the author concern veracity of the 

data and transparency of the data. 

3.2.3.1. Veracity of the data 

The veracity of the data, in this case, is primarily an exact definition of the parameters 

of operations or other recorded events. The author's experience shows that often in the case 

of manual records made by the operator it was not possible to link the description with the 
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data from control systems due to negligence, misinterpretation of facts, exchanging the de-

scription with another event, etc. Therefore, it was assumed that the model is based only on 

data collected automatically by systems.  

The position on the timeline is linked to the point of the veracity of the data and results from 

the frequent mismatch between manual entry time and automatically recorded data. This is 

due, among other things, to human errors, differences in system time set on controllers and 

real-time, etc. 

The conjunction with an incorrect machine component is often caused by a lack of proper 

event identification. 

One of the reasons for choosing such a form of data is human reliability and human 

performance aspects including error caused by unfamiliar/unrecognizable patterns [124] 

[123], spurious patterns, misleading indications [77], widely described in the literature. The 

influence of a human factor becomes relevant in two ways when its influence on functional 

safety aspects is analysed. Firstly, the interaction of the production operator with automation 

systems through HMI, SCADA, has an impact on the operation of the machine and its safety. 

Secondly, the information that flows to the production operator and / or maintenance operator 

in the form of ready-made analysis are also subject to human over organisational factors 

[150], [34] . 

3.2.2.2. Transparency of data 

The analysis data can be divided into several categories according to different criteria. 

The data can be divided into binary, integer, matrix and string data, among others. Data can 

also be categorised by cause or effect. This division is very important from the point of view 

of this dissertation because all events can be treated according to the cause and effect division. 

Input data is also varied due to its format. The format of the data is determined by the system 

to which it enters and the system from which it is exported. Apart from the value, each of the 

data, depending on the place from which it is obtained, has its own attributes. Such attributes 

can be input/output card number, logical address, time of occurrence, name, alias, division, 

zone, machine name, section name, etc. 

 Event value, card number, logical adress, time of occurence, name, etc..=  

As can be seen from the description above, there is a lot of data available in different formats, 

in different notations and with different roles in terms of prediction. This means that in order 

to be able to process these data, it is necessary to prepare and process them properly and to 
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collect them, if not in one place, then in a few specified places where they can be collected 

for processing and analysis. 

 

Encoded data 

Data 
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Figure 3.9. The selection of the type of data used depending on the risk analysis and BCM (based on 

own study) 
 

In order to be able to make full use of the results obtained, it is necessary to identify the 

incoming data. Therefore, the data must be uniquely identified. The author suggests that de-

spite the cost of losing certain information, the data should be unambiguously marked and 

identifiable for the user. This causes difficulties in terms of cyber-security and data security, 

including sensitive and confidential company data such as (recipes, process parameters, etc.). 

Therefore, one of the assumptions is that BCM and risk analysis should be performed in this 

aspect and the customer can choose whether the data processing can be performed through 

network tools or whether it must be based on a system located on the company premises (Fig. 

3.9). 

3.2.3. Prediction - process stage 

This stage has two main parts: the first part is searching (by machine learning models) 

for or creating rules (expert rules), the second part is using the above-mentioned rules to 

predict events (Fig. 3.10). 
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Figure 3.10. Stages of the prediction process (based on own study) 
 

A data mining research module is a machine learning module used for data analysis to 

find rules from historical data. The expert module is an element of finding rules in an expert 

way. People with extensive experience in automation and control systems of a given object 

are able to propose new rules based on their knowledge, experience and knowledge of PLC 

program logic. The rules created either by the machine learning module or expert rules mod-

ule are placed in the rule database. Then, the current event data, appearing on the analysed 

object, are "filtered" by a set of rules from the rule database, leading to the prediction of 

future events. The elements added here by the author are the parameterization of the rule 

search, allowing the user to control the rule search process. The second innovative element 

proposed by the author is the formulation of the rule database. The last element is the ability 

to add expert rules. 

3.2.3.1. Parametrisation of the rule research  

The resulting event and the preceding event are linked by a rule. Here too, there is a 

distinction. These rules can be divided into known (defined) and unknown rules. Known rules 

are rules that have been foreseen to exist at the planning, installation and commissioning 

stage and systems have defined appropriate actions in case of their occurrence. The second 

type of rules are unknown rules, rules that were not known at the project stage and no actions 

are defined in case of their occurrence. 

Most of the simple rules were identified during the planning stage and are already used 

in control systems (level 1). However, they are also of interest to the author. During the anal-

ysis it was found that control systems inform the operator about the same event several or 

even several dozen times per hour and the total number of messages displayed to the operator 

reaches several dozen per minute. A very large number of displayed messages causes that 

they are completely ignored by the operator. This means that a low-risk situation that occurs 

multiple times could be the cause of failures. 

Unknown rules are rules that often result from the interaction of a product with a machine 

and its control system or from human interaction with the machine or both. 

In order to identify unknown rules, access to the widest possible range of available his-

torical data is necessary. Data quality is also crucial. It is about their veracity, proper posi-

tioning on the timeline and connection with the relevant system/machine element. With the 

specified source and form of data, it is possible to proceed to the rule search method. The 
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proposed model involves searching for rules, based on historical data collected and archived. 

Of course, the longer the history of events, the greater the probability of finding more rules. 

The analysis of historical data has been adopted in the model because of the fact that the most 

troublesome failures in machinery occur with a certain frequency, the disadvantage of this 

assumption is the lack of complete knowledge about all potential failures. However, the 

model assumes cyclical execution of rule searches within the Deming cycle, which causes 

the number of potential undetected rules to decrease with each new rule search cycle. 

In order to carry out data mining, with a focus on finding association rules, two param-

eters need to be precisely defined: minimum support level (Eq 3.5 and Eq 3.6) and minimum 

confidence level (Eq 3.6 and Eq 3.7). 

 s minSupp  (3.5) 

 1 0minSupp   (3.6) 

 z minConf   (3.7) 

 1 0minConf    (3.8) 

Support s is greater than or equal to a certain minimum threshold, marked minSupp, and 

whose confidence z is greater than or equal to a certain minimum threshold, marked minConf. 

Proper selection of these parameters has a major impact on the final result of the rules found, 

and more specifically on their number. The level of support is used to regulate the number of 

frequent sets, from which the association rules are then created. The level of confidence, on 

the other hand, regulates which of the rules are sufficiently reliable, i.e. with what minimum 

probability a given rule is present in the examined data sets. Increasing the support level 

reduces the number of selected frequent datasets, and the confidence level reduces the num-

ber of association rules found. Decreasing both values respectively increases the number of 

frequent sets and rules association. 
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Figure 3.11. Data flow in the data analysis process (based on [47]) 
 

Another important parameter is the length of the time frame (Eq 3.9). A time frame is a 

length of time (in hours) into which historical data are divided and grouped and in which it 

is assumed that an antecedent and consequent event occur (Fig.3.11). 

 
r0 TTimeFrame   (3.9) 

The parameter related to the time frame is the time frame coverage parameter (Eq. 3.10). 

It determines how much time frames overlap; its value is a compromise between the accuracy 

of the analysis and the load of the computer system data analysis. 

 10 rTimeFrameCoverage T   (3.10) 

Another parameter is the analysis refresh rate parameter (Eq. 3.11). This parameter is 

about how often the historical database is to be searched for new association rules. 

 
20 rAnalysisRefreshRate T   (3.11) 

3.2.3.2. Rules form 

An important element of the prediction stage is the rule database (Fig. 3.12). Through 

the rules stored in this module all current events will be filtered out, and on the basis of those 
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Figure 3.12. Data flow in the data analysis process (based on own study) 

 

rules, events are predicted. For the prediction to be understandable and useful for the user it 

is necessary to correctly define parameters for each rule.   

 

Table 3.4. Specification of the criteria for each rule 

A set of parameters for each rule 

1 Location in zone, subzone, etc. 

2 Previous event (antecedent) or more previous events 

3 Conditions for inclusion or non-sequential occurrence of several preceding events 

4 Maximum time from the previous event used in analysis. 

5 Number of occurrences of the preceding event 

6 Estimated time data of occurrence of the event (e.g.: minimum/maximum time be-

tween the predecessor and the successor, expected value (µ) of normal distribution) 

7 Expected event (consequent) 

 

The author proposed a list of seven required parameters for each rule (Table 3.4).  

a) The first parameter concerns identification of the physical location of the element 

to which the rule applies. This is key information due to the response time. It is 

possible that an identical element can be found in several places of the same machine 

or production line, but depending on the location it is subject to completely different 

factors.  
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Figure 3.13. Equipment taxonomy examples compliant with the ISO standard [66] 
 

Location identification (Fig. 3.13) is also important when selecting the depth of rule 

search, e.g.: rules can be searched within one plant unit (selection 1), one equipment 

(selection 2), or another selected taxonomy level. 

 

b) The second parameter is related to the specification of the event or sequence of pre-

ceding events. The author assumed that apart from one possible preceding event, 

there may be n precedent events whose occurrence will cause the i-subsequent event 

to occur (Eq 3.12). An example of such an event can be: overfilling the scale with 

raw material (antecedent -event 1), acceptance of this weight by the operator in the 

HMI (antecedent -event 2), dropping the raw material on the feeding conveyor and 

stopping the conveyor (consequent) by switching off the over-current motor breaker 

in the power supply circuit of the electric motor powering the conveyor. 

 1 2 and  and ... than n iantecendant antecendant antecendant consequent  (3.12) 

c) The third point concerns conditions for inclusion or non-sequential occurrence of 

several preceding events. At this point, it is clarified whether the order of occurrence 

of the symptoms is interesting for the client, in case of more than one. Therefore, it 

can be assumed that in some cases the sequence of events influences the occurrence 

of the event (Eq 3.13 and Eq.3.14 and Eq.3.15). The example from the second point 

is an example in which the sequence of symptoms is important. An example where 

the order of symptoms does not matter is the hydraulic cylinder unit connected to 

the ram system. To consider this system as blocked, two symptoms are needed: no 
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change of position and high hydraulic oil pressure. Depending on the situation, these 

symptoms appear in variable order and this does not affect the final result. 

 
1 2antecendant antecendant consequent →  (3.13) 

 
2 1antecendant antecendant consequent →  (3.14) 

or 

 
2 1antecendant antecendant consequent →  (3.15) 

d) The fourth parameter presented concerns maximum time from the previous event 

used in the analysis (maximum time interval - Eq. 3.14). When choosing the value 

of this parameter, the user decides what period of time he is interested in (by as-

sumption, what is the time when there is a real correlation of cause and effect be-

tween these events). 

 

EVT 1  

time [h]  

Time frame   

EVT 6  

EVT 3  

EVT 4  

EVT 5  

EVT 1  

EVT 7  

EVT 2  

EVT 8  EVT 5  

EVT 3  

∆t1=(tEVT 3-tEVT 1) ∆t2=(tEVT 3-tEVT 1) 

 

Figure 3.14. Example explaining maximum time between antecedent and consequent 
 

The example shows two cases of rule occurrence with different times between ante-

cedent and consequent. Rule presented on the Fig. 3.14.is in the form if EVT 1 than 

EVT3.  

 1 2( ) ( , ,..., )nMaximum time interval A B Max t t t→ =     (3.16) 

The maximum time from the occurrence of the first symptom to the occurrence of 

the event must not be greater than the timeframe set in the search rule parameters 

(not applicable to expert rules) (Eq. 3.17). 

   int ( ) ( )Maximum time erval A B Timeframe A B→  →  (3.17) 

 
e) The number of occurrences of the preceding event is the fifth point of the rule pa-

rameters. This is an important element as there are rules in which a single occurrence 

of a symptom is not sufficient for a rule to occur. As described above, the author 

divided the rules into two categories. Rules known and unknown. 
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Rules that are known in themselves are not the subject of the work, because by 

definition they are known and used by the designers of a given system. However, 

the important aspect is that just because something is known does not mean that it 

is used.  

 
time [min] 

threshold  

alarm level 
temp 

[ ̊ C] 

 

Figure 3.15. Example explaining threshold and alarm levels (based on own study) 
 

The author has met many times with examples where the excess of information 

reaching the operator caused the symptoms to be ignored and resulted in a failure. 

Additionally, in the machinery, it is possible to see that the failures are repetitive. 

Not all root causes of failures are eliminated. It could even be argued that most root 

causes are not dealt with. Most systems are not redundant due to the cost/potential 

loss ratio. The same reason often leads maintenance departments that do not elimi-

nate some of the root causes because of the high cost of rebuilding machinery or 

because of the unification requirements of machinery in the plant/organisation or 

the inability to put machinery out of production for modification, the small impact 

of the failure on losses, and ultimately a lack of competence in detecting root causes 

or performing modifications. Therefore, the proposed model takes into account the 

rules known in terms of the number of symptoms and their frequency of occurrence 

(Eq. 3.18). The example shown in Fig. 3.15 shows a diagram of the oil temperature 

in a hydraulic unit tank. As can be seen from the graph, there is a threshold (symp-

tom) and an alarm level at which the unit will stop. A single occurrence of an event 

(reaching a temperature level exceeding threshold 1) is not associated with the oc-

currence of a failure.  

 if symptom N event →  (3.18) 

 

After the fourth (switching of the input - ascending slope) temperature exceeding 

the alarm temperature threshold has occurred. This information can be used and 
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after the second (in case of a repeatable situation) exceeding the temperature, the 

information about the failure can be generated. Another example of the number of 

symptom repetitions can be a limit sensor mounted on one side of a conveyer belt, 

which was attacked 25 times in 10 minutes. Based on these facts, it can be stated 

that the product has passed under the conveyer belt and corrective action is required. 

f) The sixth parameter specified by the author concerns the parameters of the obtained 

rules in terms of the time of their occurrence based on previous timing. On the basis 

of the revealed rules, a predicted period of time during which the predicted event 

occurs may be given. These values are given as the minimum [min] observed time 

( Eq 3.19) from the preceding events, the maximum [max] time (Eq. 3.20) and the 

expected value (µ) (Eq. 3.21) of the normal distribution (Fig. 3.16) (Eq.3.22), i.e. 

the arithmetic mean of the recorded events of that particular rule. 
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Figure 3.16. Graphical representation of min and max values and the expected value of the time pe-

riod between the antecedent and the consequent (based on own study) 
 

If a rule occurs more than defined by the user number of times, the minimum and maximum 

value of two standard deviation (2σ) may be given instead of the minimum and maximum 

value. For the normal distribution, two standard deviations from the mean value account for 

95.45 percent of the set; 

 1 2( ) ( , ,..., )nMinT A B Min t t t→ =  (3.19) 

 1 2( ) ( , ,..., )nMaxT A B Max t t t→ =  (3.20) 

 0

( )
n

n

i

t

n
 ==


 (3.21) 
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  ( )  than predicted timeif A B N →    (3.22) 

In giving time of expected event occurrence, it should be taken into account that the analysed 

object is subject to changes and the detected events may be subject to analysis ending with 

some modifications, which means that the system should capture these changes by analysing 

the time between the occurrence of events (Fig. 3.17) or if there is a significant change in the 

value of expected normal distribution, the time between the symptom event and the effect 

event (Fig. 3.18).  

 

∆t(e(x-2),e(x-1)) 

ex 

∆t(e(x-1),e(x)) 

ex-1 ex-2 

 
Figure 3.17. Graphical presentation of the reduction in the frequency of the event 

(based on own study) 

 

 

mean value 

 
Figure 3.18. Graphical presentation of the increase in the interval between the occurrence of the pre-

decessor and the successor of a specific rule (based on own study) 
 

Both of these changes can be tracked either systematically by an expert or automatically 

using a tool featuring linear regression analysis or deep neural networks. 

3.2.3.3. Expert module rules 

The last element proposed by the author in the prediction process is the expert rules module. 

This functionality significantly increases the possibilities of the prediction tool. This tool 
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allows using the knowledge of people working with machines on a daily basis. Tools ana-

lysed by the author do not use this option. This tool can be used to implement known rules, 

as already mentioned before. According to the author, this module should primarily contain 

rules: 

- repetitive events (for which the cause of the original event was not removed for various 

reasons), 

- events previously described in threshold-based rules, 

- events that have been detected on other identical (twin) or very similar machines 

- rules for enforcing the level of functional safety. 

3.2.4. Action- process stage 

The last stage is - Action, this stage consists of generating appropriate reports tailored 

to the user and taking appropriate actions to prevent the anticipated events Fig. 3.19. The 

author proposed two main actions here. Allocation of received data and data-based model of 

operation. 

 

 

Action 

2. Data-based model 

of operation 

 

Time-based 

operating model 
Raports of 

predicted events 

1.Allocation of 

received data 

 

 

Figure 3.19. Inputs and Outputs of the different levels of control system (based on own study) 
 

This solution proposed by the author is innovative due to the fact that apart from the presen-

tation of the obtained results, it also takes into account the assignment of appropriate results 

to the addressees and the selection of corrective actions. 

3.2.4.1. Allocation of received data 

The data obtained in the report must be delivered quickly to the final customer of this 

data. The author presents an option to deliver different data to several types of clients and a 

division into reports according to the estimated time to event (Fig. 3.20). 



  

77 

 

 

 

RAPPORT WITH 

PREDICTED DEFECTS .
.
.

PART NO. 1 OF 

RAPPORT 

PART NO. 3 OF 

RAPPORT 

PART NO. 2 OF 

RAPPORT 

PART NO. N OF 

RAPPORT 

SYSTEM 

USER NO. 1

USER NO.2

USER NO. N 

.

.

.

  

 
Figure 3.20. Distribution of the report to users as a function of the time remaining to the expected fail-

ure (based on own study) 
 

The first division results from the minimum human reaction time. The author assumed, on 

the basis of the literature, that if the time of the predicted event is less than 3 minutes, then 

due to the limitations of human reaction (Eq 3.23), the report on such situations must be 

processed by the system and the actions must be taken independently of humans. 

 
3min  automatic system reaction

( )
2min         defined user reaction

t A B


→ = 


 (3.23) 

The selection of the person to whom the report is addressed is based on three criteria (Fig. 

3.21): the physical distance between the user and the interface with the machine or the ma-

chine itself, the competence of the user, and the time that event is expected to occur. 

RAPPORT WITH 

PREDICTED DEFECTS

DISTANCE BEETWEN 

USER AND HMI OR 

MACHINE

USER COMPETENCES

TIME TO PREDICTED 

EVENT

  
Figure 3.21. Criteria for selecting a client of predictive reports (based on own study) 
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The distance of the user from the operator panel or the machine is an important criterion 

in terms of the time between the occurrence of a symptom and an event. Therefore, for ex-

ample, it is optimal (with a short-expected time to event) to address reports to the user as 

close to the machine as possible. The second important criterion is the competence criterion. 

The competence of the user must make it possible to prevent an event from occurring after 

receiving information. Therefore, depending on the machines, it may be possible to adjust 

the competence of operators to the needs of prediction or to relocate maintenance services or 

other services with adequate competence to the defined prediction needs. The third common 

criterion is the time that is predicted from the symptom to the occurrence of the event. It is 

the distance between the operator and the machine that depends on it, the time needed to take 

action and the type of action. All three criteria influence each other and determine the choice 

of the recipient of the report. 

 

As an example of the application of this method, the author chose an extensive system with 

multiple prediction elements: 

a) failure prediction, 

b) cyber-attack prediction, 

c) prediction of safety anomalies, 

d) prediction of quality deviations. 

 

 

 

Table 3.5 A table indicating the time frames defined and the corresponding system/persons and ac-

tions 

Interval Who What 

0 – 3min. Control system 

Defect prediction ad-hoc action 

Cyber-attack prediction ad-hoc action 

Safety prediction ad-hoc action 

Quality deviation prediction ad-hoc ac-

tion 

3 min. – 4 hr. 

Advanced Autonomous 

Maintenance Operator 

Defect prediction ad-hoc action 

Cyber-attack prediction ad-hoc action 

Safety prediction ad-hoc action 

Quality deviation prediction ad-hoc ac-

tion 

Quality specialist 
Modification of line parameters based on 

predicted quality deviations 

4 hr. – 1 week 
Supply chain specialist 

 

Updated delivery plans to the customer 
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Quality specialist /  

Maintenance Engineer 

Small stops cause detection 

1 week – 1 

month 

Maintenance Engineer 

Spare parts inventory management 

Planning-scheduling management 

Realization of small modification 

Update of rules based on data lake infor-

mation’s 

Update of procedures 

Quality specialist Energy efficiency optimization 

1 month – 1 

year. 

Maintenance engineer Risk analysis updates 

Plant management 

Decision about investments/ modifica-

tions/ digitalization/ robotization or hu-

manization 

BCM actualization 

 

Prediction of these events requires, apart from immediate actions and potentially ad-hoc, me-

dium and long-term actions, such actions are defined in Table 3.5: 

a) Ad hoc 

- Failure prediction 

- Cyber-attack prediction 

- Safety prediction 

- Quality deviation prediction action 

b) Medium-term 

- Modification of line parameters based on the prediction of quality deviations 

- Updated delivery plans to the customer 

- Analysis of causes of micro stoppages 

- Spare parts inventory management 

- Planning-scheduling management 

- Realisation of small modification 

- Update of rules based on data lake information's  

- Improvement of procedures 

- Optimising energy efficiency 

b) Long-term 

- Modification of risk analysis 

- Decision on investment/modification/digitalisation of robotization or  

- BCM analysis update 
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This example shows that the high effectiveness of the proposed method requires a change in 

approach and involvement of many different departments (quality, planning, production op-

erators and maintenance). This is a change in the process of data flow and taking into account 

a new type of information such as predictive data. 

3.2.4.2. Data-based model of operation 

The method of selecting the recipient of the report has been proposed by the author 

above. This section will present the approach to medium and long-term actions. In order for 

the prediction to be beneficial, the information obtained in the report should be used, forcing 

one of the action scenarios: 

- The undertaken actions will prevent the failure from occurring (Root cause elimination); 

- Potential losses will be minimised if a failure cannot be avoided; 

- The failure will not be repeated in the future; 

- The failure will significantly reduce its frequency; 

- The time between the symptom and the failure will be much longer; 

- The control system will automatically take action to eliminate or minimize the impact of 

the failure. 

 
a. The undertaken actions will prevent the failure from occurring; 

The presented event will be analysed, which will result in finding the root cause of the failure. 

In the next step, there will be an action aimed at completely eliminating the possibility of 

factors causing this type of failure to occur in the future (Fig. 3.22) by e.g. modifications, 

change of parameters, change of procedures, adding elements of diagnostics, etc. 

 

 

time 
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Figure 3.22. Chart of relations between costs, failures and symptoms and actions taken for options a 

 

b. Potential losses will be minimised if a failure cannot be avoided; 
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The analysis will be done as in the point above. However, due to the lack of technical or cost 

accounting capabilities to completely eliminate the occurrence of the event, an analysis of 

the risk of its occurrence will be performed. Once the risks have been determined, actions 

will be taken to minimize the impact of the estimated risks of this failure on the system in 

order to limit potential damage to an acceptable level (Fig.2.23). 

 

time 

symptom 1 
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 failure 1 
 

0 

 

 cost 1 
 

0 

 

 

actions cost 

 
Figure 3.23. Chart of relations between costs, failures and symptoms and actions taken for options b  

 

c. The failure will not be repeated in the future; 

An analysis like in the first point will be carried out and the possibility of avoiding the failure 

(not eliminating it completely) by preventive measures (Fig. 3.24), e.g. introducing system-

atic replacement of parts will be identified.  
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Figure 3.24. Chart of relations between costs, failures and symptoms and actions taken for options c 

 

d. The failure will significantly reduce its frequency; 

The failure will be identified and for economic, technical or identified low hazard reasons, 

only action will be taken to reduce its frequency in the future (Fig. 3.25). 
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Figure 3.25. Chart of relations between costs, failures and symptoms and actions taken for options d 

 

e. The time between the symptom and the failure will be much longer; 

In this case, the analysis carried out will show that from the user's point of view, there are 

sufficient measures to increase the time between the occurrence of the predecessor and the 

occurrence of the failure. This will give the user sufficient time to take preventive action 

(Fig.3.26). 
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Figure 3.26. Chart of relations between costs, failures and symptoms and actions taken for options e 

 

f. The control system will automatically take action to eliminate or minimize the impact 

of the failure 
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Figure 3.27. Chart of relations between costs, failures and symptoms and actions taken for options f 
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due to the short time between the predecessor event and the failure, which makes it 

impossible for a human to act effectively, and due to the technical capabilities of the object. 

The control system will receive information about the presumed failure and change the con-

figuration of the process, so that the product produced on this line/equipment will have the 

same parameters as in the case of no failure, or will also cause the output product not to be a 

waste product (it will be suitable for reprocessing or will need to be repaired in the next stage 

or a separate process) (Fig. 3.27). As an example, a paper mill can be used here, where a 

failure of heating elements at the beginning of the process can be compensated by a change 

in line speed and an increase in temperature of subsequent heating elements occurring in 

subsequent stages. Due to such an action, the product is not a waste and it is possible to 

prepare for maintenance intervention by shortening the downtime itself. 

 

3.2.5. Integrated approach 

In the presented dissertation two main issues were taken into account by the author. 

These are the prediction of machine failures and the prediction of safety anomalies. Failures 

prediction is the first, next to safety deviation detection, author's idea to apply the created 

method. Minimizing the losses associated with unplanned stops is quite a challenge nowa-

days, as most of the available techniques in maintenance are at a high level and it has been 

difficult to make significant progress for several years. The proposed tool gives new possi-

bilities to the maintenance departments and allows to increase the profitability of owned in-

stallations. 

The second subject of analysis is safety deviation prediction. Today, safety systems are 

an integral part of machinery or equipment and despite very advanced technologies, the safety 

aspect still appears in manufacturer presentations as an element that can be developed. This 

is due to the continuing occurrence of accidents or dangerous events when working with 

machines. Therefore, the elements of prediction proposed by the author can also maintain the 

level of safety and be a supporting system for risk analysis. Unfortunately, the elements of 

safety systems are still vulnerable to human error, especially when it comes to errors in the 

firmware of control elements, analysis of micro stoppages due to safety systems or operator 

behaviour. The second application on this subject is a comprehensive analysis of device data 

and human interaction with the system that can help to detect rules and show the frequency 

of certain actions or reactions of the system that have not previously been taken into account 

in risk analysis. 
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Figure 3.28. Tool proposed for operators in time reaction between 3 minutes up to 16 hours (based on 

own study) 
 

The comprehensive proposed solution predicts events concerning safety anomalies and pre-

dicts failures. Prediction of functional safety events is based on the beginning of implemen-

tation of expert rules. Two graphs for two types of recipients of predictive reports are pre-

sented. On the first one, concerning failures that are expected to occur within 3 minutes to 16 

hours, the reports are sent to operators and maintenance employees using mobile devices (Fig. 

3.28). Their reaction via HMI, mobile devices and other available ways for interaction with 

the machine is aimed at preventing a failure or functional safety threat in an ad-hoc perspec-

tive. 
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Figure 3.29. Tool and actions proposed for maintenance engineer (based on own study) 
 

The second graph presented (Fig. 3.29) refers to the work of a maintenance engineer. 

Here, the activity profile is medium and long term. This means that the predictive reports are 
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provided in a different form, more as a summary. Additionally, the engineer receives data 

from the local event database (CMMS) about all the events that occurred recently. He can 

receive information via corporate data lake about important events and newly defined rules 

that occur on twin installations. All this information is used to modify maintenance plans, 

perform/plan machine modifications and update risk analyses. 

3.2.6. Functional safety system malfunction detection 

To ensure coverage for this type of non-compliance, a failure mode and effect analysis 

(FMEA) is needed that takes into account the main criteria of safety standards and potential 

risks of injury. After performing this analysis, it is possible to create a whole database of 

expert rules that in the case of anomalies will stop the production line immediately.  

Unfortunately, parts of these rules are not detectable by the prediction system either by 

basket analysis or DNN because they do not cause shutdowns. Consequently, there is a need 

for appropriate categorisation of those potentially hazardous events (in terms of antecedent - 

consequent) 

It could be stated that hardware or software errors of delivered products do not exist 

anymore with so complex international, national and internal regulations and standards, qual-

ity verification of product, design to quality and many other organisational and technical 

methods to eliminate risk for the client. Unfortunately, it quite frequently can be heard in 

different media about service action of cars in which some safety or reliability problems have 

been detected after they were sold on the market. The same situation has taken place in equip-

ment produced for industrial use. During the last few years, such incidents also were noticed 

by the author as a firmware update or product exchange according to safety risk. 

Unfortunately, global producers are also making glaring mistakes. According to Polish 

legislation, the user is responsible for the use of the equipment. Therefore, it is the responsi-

bility of securing oneself in case of similar events as described above. The above-described 

event was directly related to non-compliance with standards ISO 12100 [62] and ISO 14118 

[65]. To protect against such events, the author proposes to use the CAST-P tool developed 

and presented in a previous subchapter. 
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Figure 3.30. Schema of tool for safety anomalies detection (based on own study) 

Modification of the CAST-P system in relation to the previous solution consists in add-

ing an output signal connected with the automation system (level 1) which after detection of 

an anomaly would stop the whole production line with a message for the operator about the 

detected safety irregularity as shown on Fig.3.30.  

3.2.7. Outline of the proposed functional test interval optimisation 

A certain extension of the safety anomaly prediction method discussed so far is the pro-

posed test interval optimisation method. This is because once an anomaly has been detected, 

appropriate action must be taken to reduce the risk sustainably over time. This is presented 

in fig. 3.31 and will be discussed further in this section. At present, all machinery approved 

for use in the EU must comply with certain safety standards. In the case of machinery, these 

are usually standards IEC 61508 [56], IEC 62061[57] and ISO 13849 [63]. This is generally 

done by means of the risk analysis process described in Chapter 2, followed by a risk reduc-

tion process and finally the installation of risk-appropriate safety functions. Up to this point, 

everything in almost every plant is running according to safety standards.  
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Figure 3.31. Scheme for responding to functional safety anomalies detected 

 

Unfortunately, once these machines have been installed at their place of operation, due 

to human factors (e.g. turnover), the environment, or a change in the quality of the raw ma-

terials, the scope of functional tests originally adopted does not guarantee that the required 

SIL will be maintained. An example of this is the effect of changing raw materials - an in-

crease in viscosity causing the temperature sensor to stick, or the use of raw materials with a 

higher hardness causing faster mechanical wear of the temperature sensor. Another example 

is the employee turnover and reduced competence of operators. Unfortunately, they are much 

more likely to make mistakes and generate physical damage to equipment when handling 

means of transport than experienced workers. Many potential risks can be revealed from both 

the predictive tool and the day-to-day activities of maintenance and production personnel. 

This risk is very often overlooked because it has become a common misconception among 

engineers that, according to Fig. 2.20, restarting the risk analysis process is only done if the 

machine is modified or the purpose of its use is changed (which can also be regarded as an 

gap in the standard) - this is the first reason. The second reason is that in medium and small-

sized plants the machines are often purchased off-the-shelf (the risk analysis is done by the 

machine supplier) and the process of functional safety life cycle management is unknown as 

there is no such competence within the end user company.  

New emerging risks affect to decrease the PFHD value of safety functions through the 

increased failure rate of detectable and non-detectable failures. Which consequently leads to 

a reduction in SIL and an increase in risk. 
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The author has noticed this risk and in order to eliminate it, proposes a method that uses 

frequency increase or additional functional testing as a tool to reduce the risk and return the 

safety function to its original SIL level. It is important to underline that the proposed method 

is an enhancement and not a replacement of existing standards. 

The method consists of three steps. The first is the identification of new influencing 

factors. The second is a verification based on a decision matrix. The third stage is to put the 

actions from the matrix into practice. This method is easy to implement for any maintenance 

worker with an average level of experience. No expert knowledge of functional safety is 

needed. 

• First stage  

For some machines equipped with safety function and complementary protective 

measures working in high demand mode but infrequent operation because of construc-

tion, the specification of production, ergonomics, thermal influences, solid sediments, 

corrosion, temperature, corrosion, vibration, impact, humidity, personnel - elements of 

safety function may be deteriorated. That, in the future, can result in incorrect operation 

of the safety function. The factors listed above form a list of factors that may adversely 

affect the safety function. Based on information’s from production and maintenance op-

erators or information from a predictive tool, the maintenance engineer decides to verify 

these symptoms using a checklist from Table 3.6. The checklist should be completed on 

the basis of the results of inspections and/or the failure register of the safety function 

components. 

Table 3.6. A table with a checklist to serve as a template for verification. 
 

Staff influence  
Applica-
ble [Y/N] 

Detectable 
[Y/N] 

Occurrence 
frequency 

 [per year] 
Remarks 

A.1 Use of a guard as 
a stop button 

    

A.2 Damaging ma-
chine by forklift 

    

A.3 Putting things 
away on safety 
elements 

    

Media influence 
Applica-
ble [Y/N] 

Detectable 
[Y/N] 

Occurrence 
frequency  
[per year] 

Remarks 

B.1 Corrosion     

B.2 Temperature     

B.3 Abrasion     



  

89 

 

 

 

B.4 Pollution     

Environment influence 
Applica-
ble [Y/N] 

Detectable 
[Y/N] 

Occurrence 
frequency  
[per year] 

Remarks 

B.1 Temperature     

B.2 Solar heating     

B.3 Dirt     

B.4 Corrosion     

B.5 Shock     

B.6 Vibration     

B.7 Humidity     

B.7 Radiation     

Technological links 
Applica-
ble [Y/N] 

Detectable 
[Y/N] 

Occurrence 
frequency  
[per year] 

Remarks 

B.1 Cavitation     

B.2 Corrosion     

B.3 Condensation     

B.4 Pulsation     

• Second stage 

To assure that safety functions or complementary protective measures are still able to 

fulfil their function, the author proposes to make the verification shown in Table 3.7 on the 

basis of checklist (Table 3.6) from the first stage. 

The presented method creates a matrix with corrective actions. The first criterion con-

sidered is the ability to detect a failure, either by visual inspection or by diagnostics but with 

the condition of eventual failure detection without stopping the machinery. The second cate-

gory is the frequency of occurrence of deviations. It is divided into low, medium and high. 

 

Table 3.7. Graph of additional action for systems working in low demand mode 
 

 
Detection 

Possible Impossible 

Frequency of 

occurrence 

Low N/A FTI 

Medium VI FTI 

High FTI Risk Analysis 

 

where: 

N/A        -  No action necessary, 

VI        - Visual inspection, 

FTI       - More frequent time interval;  
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Risk Analysis      -  A full risk analysis is required - there is a high probability of need to 

change the design of the machine or the safety features. 

As a result, four possible scenarios can be obtained. First, with the lowest risk finish 

with no actions. The second result is adding into the maintenance plan an additional proof 

test consisting of visual verification of safety function elements, or complementary protective 

measures elements state. The frequency of that inspection should be not less than twice as 

often as the period between two proof or functional tests. The third action is an increase in 

the frequency of proof or functional test intervals. The frequency of the test should be not 

less than twice the period between two known accidental activation. In the last scenario, a 

full risk analysis according to standard 12100 [62] is necessary as there is a high probability 

that the machine design or safety functions will need to be changed in order to maintain the 

required SIL level due to newly identified risks. In this case, a company without competence 

in its own team has to support itself with experts from outside the company. 

• Third stage 

The last stage is the implementation of the actions resulting from the application of the 

matrix from the second stage. In addition, a date should be set for the next application of the 

proposed method. The revision frequency suggested by the author is one year. 

 

3.2.8. Other potential applications for the introduced method 

 

On the basis of experience and analysis of the needs for solutions in manufacturing 

companies, the author has identified, apart from the two more widely discussed above appli-

cations (failure prediction and safety deviation prediction), further possible areas of applica-

tion of the presented method. The presented method is applicable to the following areas iden-

tified by the author (Fig. 3.32): 

- Cyber security attack 

- Detection of quality deviations cause 

- Energy efficiency optimisation 

- Analysis of operator behaviour 

Description of each of the areas of use: 

- Cyber security attack 

The multitude of abnormal values collected from a machine can be indicative of a cyber 

attack on an industrial installation, and with established rules that take into account the most 
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critical parameters of the machine, a potential attack can be identified and countermeasures 

can be taken very quickly. 

The two diagrams shown present the operation of the system for cyber security detection. 

As Fig. 3.33 shows, the standard control and security system has been enhanced with the 

CAST-P module and emergency shutdown system. This is due to the fact that in the case of 

cyber security threats, action should be taken very quickly and human reaction time would 

be too long to effectively mitigate the effects of threats. Therefore, after predicating a cyber 

attack threat, the system stops the machines independent of other systems. This is due to the 

fact that, as an independent system, it is not vulnerable to infection.  

Additionally, the operator is informed about the prediction of the event. The predictive 

system is a separate system independent of the functional safety anomalies and failures pre-

diction system (Fig. 3.34). To avoid false stoppages, the system should be equipped with 

independent sensors on the basis of which the prediction could be confirmed and the machine 

stopped. The CAST-P solution presented above can also be used for detection of malicious 

threats or cyber-attacks and counteracting their effects. 
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Figure 3.32. Integrated concept of factory data mining and prediction (based on own study) 
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Figure 3.33. Integrated concept of cyber-security prediction module (based on own study) 
 

The principle of operation, in this case, does not differ from the methods shown in the 

previous examples. It assumes that expert rules will be defined through the analysis of the 

safety risk and vulnerabilities of the system. These rules implemented in the system while 

working in online mode allow detection of incorrect production line behaviour or not logical 

operations. After detecting such a defined rule that threatens security, the system through the 

digital output from the computer activates an independent Emergency Shutdown System 

which will safely stop the production line making it impossible to make losses. 

The presented functionality was not possible to implement during the test launch of the 

system. Such functionality in case of incorrectly defined rules may cause additional stops and 

create additional threats. 
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Figure 3.34. Tool proposed for operators in time reaction between 3 minutes up to 16 hours with the 

implementation of cyber-security module (based on own study) 

 

 In order to eliminate such a risk, the optimal solution would be if the Emergency Shut-

down System was equipped with additional, independent of control system, sensors that 

would confirm the anticipated threat. An example of a defined threat can be: switching to the 

manual mode of the system and manual dosing of raw materials into the mixing chamber in 

proportions that could result in a fire, contrary to the prescription. This rule of CAST-P can 

be written as ,,IF manual mode AND procedure of raw materials dosing finished AND con-

veyer X start demanded THAN Error – Safety system abnormal work of machine… AND 

procedure of machine emergency stop (24V issued on the output).’’The presented solution 

allows to minimize losses caused by cyber-attacks. The implementation process starts with a 

thorough BCM analysis and risk analysis and then selecting critical actions. The next stage 

is the selection and installation of additional sensors on machines operating outside of the 

control system that will eliminate mistaken activation of the system. The next stage is the 

implementation of the proposed solution. In summary, this solution aims to minimize signif-

icant material, environmental and employee safety losses due to cyber-attacks. 

- Detection of quality deviations cause 

A very similar mechanism as in the case of cyber-attacks detection can be used to detect 

quality deviations. Here too, with certain threshold values for the parameters in connection 
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with the relevant product specification, it is possible to identify quality-related deviations 

very quickly.  
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Figure 3.35. Tool and actions proposed for quality specialists (based on own study) 
 

In the case of quality deviation detection, we are dealing with searching for rules and param-

eters whose change causes a change in the quality of the output products. In most cases, these 

changes are known to quality specialists due to their experience, but in cases of implementa-

tion of new products, raw materials or modernization of machines, such knowledge may al-

low for large savings due to the acceleration of the process of detecting the causes of anom-

alies, which in turn reduces the amount of produced non-compliant products. 

Fig. 3.35 shows the work model of a quality specialist who, receiving reports of found rules, 

can make corrections and changes in process parameters, machine settings or raw material 

changes. 

- Energy efficiency optimisation 

In this case, we have one starting point, which is the level of energy consumption. The issue 

of the analysis is to find the machine settings whose change translates into increased energy 

consumption. When predicting energy efficiency optimisation events, we are looking for ma-

chine parameters, processes, recipes, environments or raw materials that increase the energy 

consumption of machines. This prediction makes particular sense in highly energy-absorbing 

production processes. Both the machine parameters and the failure of one of the machine 

elements can be detected. 

A distinction must be made between two different approaches here: 
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(a) tracking differences in the energy consumption patterns of the cycle vs. the reference 

cycle - where even minimal differences in energy consumption are captured and this is a very 

accurate but time-consuming tool 

b) finding a rule that causes a sudden increase in energy consumption (e.g. manual operations 

of the operator, influence of environmental conditions, defects). 

The proposed solution is obviously related to the second option and can be a tool supporting 

the first method and enriching it by proposing a reason for changes in media consumption. 

- Analysis of operator behaviour 

The last area identified by the author is the analysis of human behaviour. Having a database 

of data from machines (including safety systems) and human interfaces with machines and 

information systems, the rules found will also include rules showing how certain human be-

haviour affects the machine, stops, product behaviour in the machine, etc. The resulting data 

can be used to change training systems, logic in control systems, machine designs, HMI in-

terface, etc. In addition, this system can be installed in training departments on installation 

simulators. Giving trainers information about frequent mistakes made by trained operators. 

It also allows the technicians to change the real object on the basis of experience from the 

simulators. 

Control System 

AI decision module

Machinery

SCS

OEE - Software

Speed looses 

monitor

CAST-P

Emergency 

Shutdown 

System

Quality Specialist 

validation

Maintenance Specialist 

validation

  

Figure 3.36. Integrated concept of factory data mining and prediction supported by advanced AI 

(based on own study) 

3.2.9. Evolution of the tool 
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Due to the rapid progress of artificial intelligence methods based on deep neural net-

works, the natural continuation of the proposed solution is the use of tools that support the 

human decision with AI modules. The scheme of the potential system is presented in Fig. 

3.36 and Fig. 3.37. Another tool that is increasingly used is cloud computing. It provides 

unlimited possibilities for data collection and processing. Thanks to the use of such a data 

lake solution, it can update the database with new rules created in identical plants scattered 

around the world. In addition, newly detected threats will be sent to the analyst. 
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 Figure 3.37. Integrated concept of factory data mining  and prediction supported by advanced AI 

(auto citation [136]) 
 

Points that can be developed thanks to the knowledge gained from the analysis of infor-

mation and the ever-increasing involvement of artificial intelligence methods are: 

- reduction of the spare parts warehouse and purchase as a function of expected failures, 

- better management of shift breakdown workers in the functions predicted on a given failure 

change,  

- choice of priorities for AI - safety, security productivity, minimization of asset downtime, 

increasing the speed of decision making, for example: whether to stop the line now or wait 

until it breaks down due to timely obligations to clients and gain/ loss cost ratio, 

- AI in the function of information about the future failure optimizes the line parameters to 

avoid a drop in the quality of the products. 

 

3.3. Description of the proposed proof test interval method 

3.3.1. Assumptions adopted 

As it was presented in previous chapters, a test of machinery issue is not precisely de-

fined taking into consideration two crucial factors: law and standards requirements. The au-

thor in this chapter presents a new integrated approach to this subject, based on well-known 

methodology presented in international standards [56], [62], [57]. Due to the new risk areas 

managed by companies, counting the stoppage connected to the functional test interval has 

also taken into consideration other factors, into the direct costs of stoppages, or the costs of 

potential failures. It can be stated that the brand good image loss, costs a company (e.g. an 

accident at work) much more than the cost of additional machine stops associated with the 

proof test or functional test. Direct costs and efficiency of planned maintenance can be eval-

uated through KPIs. The KPIs can be defined according to international standard ISO 22400 

[69]. The proof test objective is to discover dangerous failures not found by the diagnostics.  

Determination of the optimal frequency of testing poses difficulties in many companies. 

The mathematical approach [135] is not very common and demands a high level of technical 

knowledge and familiarity with the standards and safety aspects. Determining the level of 

safety after the modification of equipment and adapting it to the requirements put technical 

departments in the face of new requirements and problems [135]. It was assumed that the 

hardware component with the smallest value for the proof test interval determines the proof 

test time for the subsystem. Values of the failure probability requirements are required for 
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the whole safety function, including different systems or subsystems. The probability of fail-

ure per hour of a safety function is determined by calculation of all subsystems, which as a 

whole create a safety function. The end-user of the safety-related system has to make an 

analysis of PFH based on the data received from the producer of each part of the safety-

related system.  

The suggestion consists of the proposal of test interval for machinery. The proposal helps 

also to increase the productivity of the machines by standardisation of test frequency.  

The variety of applications in many sectors of industry requires periodic proof testing 

and functional tests. There is a gap in the law and standards in explaining the frequency of 

functional tests, proof tests and shutdowns used to detect failures. This mainly affects the 

functions of SIL 1 or PL=c and PL=b. As is apparent from the literature, the user defining a 

functional test must rely on the data provided by the machine manufacturer.  

From the author's professional experience in working with machines, it follows that the 

safety components currently used by machine manufacturers have predominantly redundant 

architectures and frequently the actuators are electromechanical elements. Therefore, this 

particular perimeter is the scope of the author's analysis. Most of the safety devices encoun-

tered by the author with architecture without redundancy are devices from before the year 

2000, which at present, according to manufacturers' requirements and standards, qualify them 

for replacement (lifetime equal to 20 years). 

 In order to verify the hypothesis numerically, it is necessary to analyse structures that 

have HFT=1. Common sub-system architectures encountered in the machinery industry are 

presented in Table 3.8 

 Table 3.8. Safety architectures versus Hardware Fault Tolerance 

Architecture HFT 

1oo1 0 

1oo2 1 

2oo2 0 

 
The table above shows that the following structure 1oo2, should be analysed. Structures 

2oo3 and 3oo4 are not used in machinery therefore this structure will not be analysed. An 

example of 1oo2 architecture structure is presented in Fig. 3.38. 

Frequently, a proof test interval is estimated by the manufacturer to be twenty years. 

The second source of information can be historical data about the frequency of demands for 

the safety-related action of the safety related part of the control system. Based on this data, 
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the frequency may be changed. Unfortunately, for machinery, there are practically no datasets 

that could be used for calculations. For this reason, the author adopted the SINTEF OREDA 

[48] database values for calculations. This database is very reliable and its results are very 

restrictive (even by an order of magnitude in relation to EXIDA [21]), which is very im-

portant in the analysis of the worst possible scenarios. Unfortunately, this database does not 

contain information about parameter B10 whose values are taken from standard IEC 13849-1 

and databases from the world's major manufacturers prepared for SISTEMA software.  

 

Fig. 3.38. Diagram for safety function in 1oo2 architecture 

 

The objective of the analysis is, under the assumptions of SCS with non-electronic tech-

nology and HFT=1 for each subsystem, where SCS is working infrequent operation and tak-

ing the most restrictive validated reliability data for the calculation, to achieve a test fre-

quency ensuring SIL=1(PL=c or PL=b) retained over time.  

Taking all this into account, the author made the following assumptions used in the cal-

culation and development of the method: 

- the lifetime of the elements is 20 years (an assumption that appears in international 

standards and most manufacturers' specifications); 

- the reliability data for the calculations were taken from the PDS Data Handbook 

database (due to the most restrictive reliability records); 

- safety function with electromechanical output; 

- safety function working in high demand; 

- hardware fault tolerance equal one; 

- redundant elements are the same design. 

3.3.2. PFH calculation with regard to IEC 61508 standards models 

The calculation of the required PFH level is done according to the methods described in 

IEC 61508-6 Appendix B standard. Detailed calculations can be found in Appendix 1. 

 SYS S L FEPFH PFH PFH PFH + +  (3.24) 

 
Control Logic units 

(1oo2) 

Final elements subsystem 

(1oo2) 

Input subsytem 

(1oo2) 

S2 

S1 

FE2 

FE1 

L2 

L1 

1oo2 1oo2 1oo2 
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where 

PFHSYS - is the average frequency of dangerous failure of a safety function for E/E/PE 

safety-related system 

PFHS - is the average frequency of dangerous failure for the sensor subsystem; 

PFHL - is the average frequency of dangerous failure for the logic subsystem; 

PFHFE - is the average frequency of dangerous failure for the final element subsystem; 

a) Architecture 1oo2 

According to the assumptions presented above, subsystems with redundancy are con-

sidered. The first architecture 1oo2 consists of two channels connected in parallel, such that 

either channel can process the safety function. The equation of average frequency of danger-

ous failure for the group of voted channels is presented below: 

 2 ((1 ) (1 ) ) (1 )D DD DU DU CE DUPFH t         −  + −   −   +   (3.25) 

 1

2

DU DD
CE

D D

T
t MRT MTTR

 

 

 
=  + +  

 
 (3.26) 

where 

β - the fraction of undetected failures that have a common cause 

βD  - of those failures that are detected by the diagnostic tests, the fraction that have a 

common cause 

λDD - detected dangerous failure rate (per hour) 

λDU - undetected dangerous failure rate (per hour) 

λD  - dangerous failure rate (per hour) 

T1 - proof test interval (hour) 

MRT - mean repair time (hour) 

MTTR - mean time to restoration (hour) 

b) Calculation results 

The lowest reliability data values from the OREDA database were used for the calculations 

performed and presented below in table 3.9. 

Table 3.9. Results of PFHSYS calculations of safety functions 
 

Architecture PFHS [h-1] PFHL [h-1] PFHFE [h-1] PFHSYS [h-1] 

1oo2 2.5∙10-7 3.38∙10-9 4.37∙10-78 6.90∙10-7 
 

Additional calculations were made by the author based on standard IEC 61508-6 and using 

the data tables from Table B.13 where the average frequency of a dangerous failure was 

assumed for a proof test interval of one year and a mean time to restoration of 8h. Value of 

λD=0,5E-05 and β=20% was used for both architectures and all three subsystems. 
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Table 3.10. Results of PFHSYS calculations of safety functions based on B.13 table from standard IEC 

61508-6  
 

Architecture PFHS [h-1] PFHL [h-1] PFHFE [h-1] PFHSYS [h-1] 

1oo2 1,1∙10-6 1,1∙10-6 1,1∙10-6 3,3∙10-6 

The results obtained are summarised in the table 3.11. 

Table 3.11. Results of PFH calculations for analysed safety architectures 
 

Reliability 
data source 

Architecture PFH [h-1] SIL HFT 

OREDA 1oo2 6,9∙10-7 2 1 
IEC 61508-6 1oo2 3,3∙10-6 1 1 

 

Analysis of the PFH calculation using SINTEF OREDA and IEC 61508-6 data standard 

indicates that systems with at least one level of redundancy can in any case satisfy SIL 1 

requirements (Table 3.11) achieving SIL 1.  

3.3.3. PFH calculations with regard to IEC 62061 standard models 

For the full range of calculations, further calculations are based on the machine safety stand-

ard IEC 62061. 

Assumptions made by the author: 

- the lifetime of the elements is 20 years (an assumption that appears in international 

standards and most manufacturers' specifications); 

- the reliability data for the calculations were taken from the PDS Data Handbook 

database (due to restrictive reliability record); 

- safety function with electromechanical output; 

- safety function working in high demand; 

- hardware fault tolerance equal one; 

- redundant elements are the same design (most common at machinery); 

- diagnostic coverage on level 60% for all elements; 

- diagnostic test interval – 1h. 

 

a) The basic structure of subsystem type B: tolerance to individual failure, without 

diagnostic function 

 
2 1 2

1 2 1

( )
(1 )

2

De De
DssB De De T

 
    

+
= −    +   (3.27) 
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 1 ( )DssB DssBPFH h −=  (3.28) 

where: 

T1  - is the proof test interval or lifetime whichever is the smaller, 

β  - is the susceptibility to common cause failures 

 
b) The basic structure of subsystem type D: tolerance to individual failure, with diag-

nostic function 

The equation PFH for this configuration: 

 2 2 22
1(1 ) 2 (1 )

2
DssB De De De

T
DC DC T     

 
   = −     +  −  +     
 

 (3.29) 

 -1 [ ]DssD DssDPFH h=  (3.30) 

where: 

 

T2  - is the diagnostic test interval, 

T1  - is the proof test interval or lifetime whichever is the smaller, 

β - is the susceptibility to common cause failures; λD=λDD+λDU; where λDD 

is the rate of detectable dangerous failures and λDU is the rate of unde-

tectable dangerous failure.  

 
DD D DC =   (3.31) 

 (1 )DU D DC =  −  (3.32) 

λDe  - is the dangerous failure rate of subsystem element 1 or 2; 

DC  - is the diagnostic coverage of subsystem element 1 or 2; 

 

Based on the above assumptions, calculations were performed, the results of which are 

presented in Table 3.12. The obtained results of the demanded probability of failure per 

hour, allow to achieve safety integrity level equal 2, which exceeds the expected SIL 1 

result. 

Table 3.12. Results of PFH calculations for analysed safety architectures 
 

Architecture PFH [h-1] SILCL HFT 

DssB 1.25∙10-6 1 1 

DssD 8.04∙10-7 2 1 
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Having calculated subsystem PFHd by means of the formulas from the IEC 62061, it is 

important to ensure that the associated SILCL obtained from Table 3.10 of IEC 62061 is com-

patible with the constraints imposed by the architecture as the maximum SILCL attainable by 

a given subsystem and is restricted by the hardware fault tolerance of the architecture and by 

SFF as listed in the following Table 3.13. 

 

Table 3.13. Table of constraints on the architecture of subsystems based on IEC 62061 [57] 
 

Safe failure fraction 

(SFF) 

Hardware fault tolerance 

0 1 2 

SFF < 60% Not allowed SIL 1 SIL 2 

60% ≤ SFF < 90% SIL 1 SIL 2 SIL 3 

90% ≤ SFF < 99% SIL 2 SIL 3 SIL 3 

SFF ≥ 99% SIL 3 SIL 3 SIL 3 
 

Taking into account that two subsystems have SFF<60% maximum SIL value for SRCF 

will be SIL 1, what is presented in Table 3.14. 

 

 

Table 3.14. Results of PFH calculations for analysed safety architectures 
 

Architecture PFH [h-1] SILCL HFT 

DssB 1.25∙10-6 1 1 

DssD 8.04∙10-7 1 1 

3.3.4. Summary 

In conclusion, the empirical calculations, by taking the tested and most restrictive data 

(OREDA, IEC 13849-1 standard and producers data), based on two standards IEC 61508-6 

and IEC 62061, confirm the hypothesis that for HFT=1 and SIL=1 the proof test can be per-

formed with an annual frequency (Table 3.14) 

 

Table 3.14. Recommendation for test periods for the machinery 
 

Preconized 

test interval  

Source SIL HFT 

1/year 
Author 1  1 

IEC 62061 2 1 

1/month IEC 62061 3 1 
 

Summarising the above results concerning SIL1 and taking into account the recommen-

dation introduced in the latest version of the standard IEC 62061 (for SIL2 and SIL3), the 
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author obtain a complete method for SCS with non-electronic technology, HFT=1 (architec-

ture with hardware fault tolerance equal 1) in the range of SIL 1 - 3.  

One remark from the author's professional experience, the human factors aspect should 

also be taken into account by the user of this method. When updating the testing frequency 

(especially by extending it), it must be taken into account that this reduces the frequency of 

physical work opportunities for the operator with the safety function elements. This may 

cause lack of development of certain habits, especially in case of high turnover of employees, 

an example the author knows from practice. Therefore, the potential financial gains from the 

lack of planned stops must not distract from the risks of missing training aspects. The solution 

here may be were possible to have a functioning model of the equipment used for training 

also for the safety functions elements (e.g.: pull safety lines, safety stop pushbuttons).  

 

3.5. Chapter summary 

Downtime for maintenance is scheduled as a part of the manufacturing day and, in some 

cases, as an integral component of the manufacturing process. The goal is to hold emergency 

and unscheduled maintenance to a minimum or on economically acceptable level [94]. In 

essence, there are two objectives, (1) determine the maintenance requirements of the physical 

assets within their current operating context, and then (2) ensure that these demands are met 

as effective and safe as possible. Unfortunately, the implementation of only one maintenance 

system does not cover all the problems related to the reliability, maintainability and safety 

aspects of modern machines and production lines. The lack of such integrated systems con-

vinced the author to begin research in the area of integrated productivity and safety manage-

ment. In the maintenance strategy and procedures developed, the hardware reliability aspects 

and functional safety solutions have been taken into consideration. The computer-aided 

maintenance decision support system is being developed that extends functionally methods 

and tools used currently in industrial practice. The biggest risk of the tools currently being 

proposed on the market that includes implemented data mining algorithms and sold as a 

"black box" is that they can manipulate the data and produce completely misleading results 

[100]. 

The solution presented by the author is based on the application of CAST-P. The com-

prehensive solution presented in Fig. 3.32 for Industry 4.0 covers many issues. Data from the 

production line are processed by successive tools of the control system. Depending on the 
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rules applicable in a given company, these data can be saved in an external database by col-

lecting from relevant levels of control. Data stored in this database form the basis for further 

analysis. These data can then be used to predict failures on production lines, and even to 

detect functional safety related cyber-attacks. Both tools are based on one solution. Other 

possible applications not analysed in this dissertation are the detection of quality anomalies, 

optimization of the energetic efficiency and analysis of the operator's behaviour. Benefits 

resulting from the proposed method are following: 

- reduction of the breakdown duration, 

- failure detection in advance (prediction), 

- more accurate adjustment of production plans, considering the level of failures, 

- flattening of quality structures and maintenance, 

- in some specific cases, it can replace redundancy 

In addition to the first method is a proposed solution of optimizing functional test fre-

quencies. This solution helps to maintain the required safety integrity level (SIL) in case of 

identified risks and at the same time ensures adequate availability of the machinery. The 

second important aspect is to combine the frequency of the different tests in order to minimise 

machine downtime and consequently minimise production loss. The tool includes the impact 

of the environment in the operational stage of the life cycle. The methods presented above 

enable a new approach in the domain taking into account the experience of the author. At the 

same time, it is recommended that an analysis of the causes of newly identified threats would 

be carried out, in order to eliminate the root cause of the increased risk. An in-depth analysis 

and subsequent action plan can eliminate potential cause, which can result in a return to a 

regular interval considered. 

The second method for the proposed proof test interval solution allows to verify provide 

the required SIL, taking into account relevant aspects of risk management in the company, 

and completes the methods proposed at IEC 62061 [57]. This method takes into account EU 

recommendations and provisions of the relevant standards. Additional verification or a 

shorter frequency of proof tests allows to minimize the situation of the safety integrity level 

decreasing over time. 
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Chapter 4 

RESULTS OBTAINED – CASE STUDIES 

This chapter will provide examples of the application of the methods and tool presented 

in chapter three. The presented examples concern two general issues. The first example con-

cerns the predictive detection of failures in machinery and equipment. The second example 

shows the development of the same as a previous example tool, concerning the detection of 

functional safety anomalies and prevention of safety risks. Third example is a presentation 

of a functional test interval optimisation tool. These examples are directed towards the In-

dustry 4.0 generation. 

 

4.1. Case study concerning predictive maintenance  

4.1.1. Object description 

Analysed objects have been similar to the system described in Appendix 5 and presented 

in Fig. E.1. During the analysis of the case study, most of the management methods were 

based on global group rules. The TPM and the main RCM methodology have already been 

successfully implemented at the analysed plant. This gives a strong foundation for the imple-

mentation of further tools and methods. 

4.1.2. Control system architecture 

The control system for the analysed production line was made according to the standards 

taking into account the latest standards for safety and reliability of machines presented in 

Chapter 2. Level one of the control system gathers all information received from hardware. 

Some of those information’s are used and presented to the operator by HMI, other are used 

to diagnose the quality of the product, and some to manage the process correctly. Due to a 

large amount of the generated data, they are not archived. From the availability point of view, 

much of the important information are lost. As it was verified, on average, new information 

appears on HMI every 7 seconds.  
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4.1.3. Safety-related aspects 

To ensure that the production line complies with the requirements of Directive 2009/104 

/ EC, the hazards and assess risks and risk reductions were identified. Risk assessment and 

risk reduction analyses made internally help to detect and manage risks on the installations 

in service. After installation, FMEA analysis to detect any additional hazards connected to 

the plant environment and specifications were made. Controls systems in those installations 

in view of the large physical area were built as distributed systems. A difference in compar-

ison to process lines is that rubber mixing lines are “batch production lines” which provokes 

a different approach in many layers of control and quality assumptions. The process is ana-

lysed online with the calculation of any differences in the previous batch and parameters set 

as a reference value.  

At the analysed factory, according to European and national regulations, machines are 

equipped with safety functions and complementary measures. There are several dozens of 

safety functions on each of the analysed lines. Most common safety function are: guard mon-

itoring, emergency stop control, two hand control, intrusion detection by light curtain control 

or safety laser. Safety lines, safety stop pushbuttons, two hand safety buttons, safety light 

barriers, laser scanners are standard safety elements of examines production lines. Machines 

are prepared for the use of Logout - Tagout [1] systems to improve safety during maintenance 

interventions. 

 

Table 4.1. Statistics of heavy accidents at rubber mixers in the USA (1992-2010) and GB (2000-

2001) [129] [49] 

 

Country Year 
Type of root 

cause 
Activity Action Consequence 

United States 1992 
Ignore of safety 

rules 

Cleaning of the 

mixer 

Loosening and 

fall of mechani-

cal components 

Death 

United States 2000 
Ignore of safety 

rules 

Cleaning of the 

mixer 

Start of machine 

by co-worker 
Death 

United States 2004 
Ignore of safety 

rules 

Cleaning of the 

mixer 
Rapture 

Crush injury 

to the right 

United States 2010 

Inadequate ven-

tilation system, 

no explosive 

flaps, systems 

Normal work 
 

Explosion Death 

Great Britain 2001 
Lack of some 

safety elements 

Breakdown re-

pair 

Start of machine 

by co-worker 
Death 
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Despite many efforts in the improvement of safety aspects, based on the example of data 

from the United States and the United Kingdom (Table 4.1), it can be stated that rubber pro-

duction plants are areas that continue within high laden risk [185].  Therefore, the number of 

collaterals is much higher than in other similar plants installed at a similar size. As an exam-

ple, can be presented a safety function of safe access assurance to the area where are moving 

rolls with potential danger for the operator.  

The technical state and functioning of safety lines and safety locks for machine access 

doors are checked periodically by maintenance personnel (the production staff independently 

makes periodic verification), results are written down to a computerised system. In the case 

of any malfunction, devices are exchanged and proper personnel informed. Programs of PLC 

which control safety functions (e.g. safety access) are checked every six months from the 

point of view of changes not registered in the book of changes. Any change made in the 

program made during shifts must be noticed after that validated by the proper personnel. That 

prevents the evaluation of the program with acceptable risk level. 

Unfortunately, apart advanced techniques and organizational approaches used, there are 

still situations that have a negative impact on both reliability and sometimes safety. Some 

examples that the author has noted in recent years are briefly discussed below: 

- PLC Processors with defective chip 

The symptom of anomaly was some memory loss and errors in correct functioning of 

equipment, this situation appears on more than ten percent of one series of PLC processors. 

User informed the PLC manufacturer about the situation and processors were exchanged. 

After this exchange campaign error never appear again. 

- PLC processor - memory overflow 

In one of the applications were used medium range controller (PLC) which was respon-

sible for machine control system of small support process for main production line. What is 

important controller that provides safety control up to SIL 3 according to IEC EN 61508, and 

applications up to PLe/Cat.4 according to ISO 13849-1. Generally, once per quarter got into 

fault mode and was losing its logic program. After analysis it appears that buffer of memory 

after few months of work became full (the program utilised almost all of the controller's 

memory) and because of internal error it deleted the logic. Solution made was exchange of 



  

110 

 

 

 

processor for different with bigger memory and add modification in the logic to clear auto-

matically buffer after 2 months, what was impossible to made on the previous one because 

of lack of free memory for logic modification. 

- Relay Output card breakdowns 

In one application for control of hydraulic valves were used relay output cards. After 

increase of production were observed frequently repeating problems with work of hydraulic 

unit after more detailed analysis were found problem with work of relay outputs on card. It 

appears that some outputs are damaged and signal comes from controller but it was no output 

to hydraulic valves. Problem were solved after calculating number of cycles (switch) during 

one day. Multiplied by 3 months it gives over one million cycles what after receiving answer 

for this question to producer was maximum number of cycles during lifecycle of this card. 

4.1.4. Availability and productivity issues 

By definition, production companies must show a profit. It is possible to achieve this by 

using a minimum of one of several levers. One of them is the increase of productivity, for 

example to produce a larger number of compliant products in a shorter time than before. To 

be able to reliably measure progress and results to date tools of indexes / indicators are used.  

The analysed production line has the main indicators defined, which are used to monitor 

the results. One of the monitored indicators is the OEE indicator. Its components provide 

information on the main losses on the presented line.  
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Figure 4.1. Yearly percentage of losses for line A – graph made according to the Pareto rule  

 

As shown in Fig. 4.1 and Fig. 4.2, the three main losses are breakdowns, amounting to 

43% of total losses, then failures in the process depending on the type and behaviour of raw 

materials in their processing, their share in total losses is 24%. The last element is reduced 

speed which comprises 10% of total losses (divided into two sub-categories). 
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Figure 4.2. Yearly percentage of losses share for line A  

 

Another three reasons are stops planned for preventive maintenance (10%), equipment 

changeovers (6%) and idling (2%). In total, these six stop categories absorb over 90% of lost 

time. Fig. 4.2 shows sample results of the year with the percentage share of each of the codes 

listed. Based on these values, it can be stated that the implementation of the proposed tool is 

indicated on the given line due to the relatively large number of unscheduled stops. 

 

Figure 4.3. Breakdown graph with a diversion into different sources of breakdowns 

 

Analysing the results of stops for breakdowns (Fig. 4.3), it can be seen that mechanical stop-

pages take the largest share (60%), followed by stops due to electronics (30%) and last elec-

trical failures (10%).  

This is a very good distribution for the application of the predictive tool because me-

chanical failures largely before their occurrence and the stoppage of the machine indicates 

symptoms and they often appear much faster than the fault. 
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Figure 4.4. Percentage share of maintenance workload time by activity 

 

The next graph (Fig. 4.4) was made on the basis of data from CMMS. It presents the percent-

age distribution of maintenance workers' work over a year. It shows a good proportion in 

relation to unplanned failures to other activities. This ratio does not exceed 30%. Planned 

preventive activities take up 44% of employees time. Planned repairs (25%) are activities 

that have been planned for execution between stops for prevention. These are works not in-

cluded in systematic preventive activities. Installations of new equipment and equipment as 

well as the time devoted to modifications do not exceed 5% of the total working time of 

maintenance. 

Table 4.2. Monthly percentage of availability losses divided into categories and two similar lines  
 

Category of losses Line A Line B 

Defects in process 4.68% 5.12% 

Breakdowns 5.05% 4.58% 

Set up's 1.11% 0.52% 

Reduced speed 1.36% 1.02% 

Minor stoppages 0.38% 0.36% 

Line cleaning 0.00% 0.69% 

Start-up 0.11% 0.28% 

Operator errors 0.10% 0.00% 

Other 0.03% 0.00% 

 

Table 4.2. presents the monthly results for two very closely related but not identical lines. 

Most importantly, they produce different types of products, which significantly affects their 

Inspections

34%

Modification 

3%

Installations of 

new equipment

2%

Systematic 

repairs

10%

Breakdowns 

26%

Planned 

Repairs

25%
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cumulative results. Line B has much more heterogeneous results over time strongly associ-

ated with the type of assortments. 

 

 
Figure 4.5. Monthly percentage of losses share for line A  

 

This entails not only the coefficients of typical production rates but also maintenance. Further 

data analysis is carried out mainly on the A line due to the lack of such a significant impact 

of the product on the results of the entire line as well as individual components. As the data 

from Fig. 4.5 shows, the values of individual codes in a given month can be significantly 

different from the average annual value shown previously. These differences concern, in par-

ticular, hard-to-plan codes, e.g. breakdowns and failures in the process. 

4.1.5. Data gathering 

Data on a different level of control systems are gathered in a different manner. Mainte-

nance data were collected in CMMS by manual data entry of maintenance personnel after 

any intervention made on this line. Production OEE indicators were collected semi-automat-

ically. 
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Figure 4.6. Diagram presenting hierarchy of data acquisition system [50] 
 

Some electronic data collection was provided for quality and production realisation. Plant 

supervisory and production control level data were collected automatically presented in Fig. 

4.6.  

4.1.6. Reporting system 

Analysis was made with daily and monthly frequency. The system of notification on 

this line can be divided into two sources of data distribution. First, is the CMMS provided by 

the maintenance department, fulfilled by maintenance staff. The second source of data is 

production reports fulfilled by the ganger on every shift. Information provided by mainte-

nance personnel considers work orders (the possible cause of intervention, things made dur-

ing the intervention, used spare parts, time last on intervention, time of intervention start, 

spent time, and a number of people engaged in this work). Information from production de-

partment OEE indicator incorporates beginning & end time of intervention, part of the line 

where intervention has taken place, and type of intervention. Information about the actual 

state of the production line and its components are supplied by the supervision system - level 

two of control system. It helps the leading line operator to react to deviation from the norm. 

It helps also to maintenance stuff with a diagnosis of machine state and in failure root cause 

detection.  
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4.1.7. Human factors 

Generally, in examined systems, different families of human factors appear, which are 

influencing in a different stage of line life cycle and different level of companies’ hierarchy. 

In this work, the author focuses only on the operation stage of machinery life cycle. The 

human factors in the analysed case study have been divided into two categories by profession: 

 

a) Operators 

- Inappropriate operation of machine because of mistake; 

- Ignore the breakdown symptoms because of lack of technical training;  

- Mistakes connected with wrong training or procedures;  

- Incorrect use of machines  

b) Maintenance 

- Inappropriate maintenance actions, procedures, wrong organisation; 

- Improper approach to maintenance due to bad habits; 

- Ignore of symptoms, corrective work instead of proactive; 

- Repairs made temporary - ad hoc to start line without searching real root 

cause. 

The influence of the above-mentioned human factors was not significant due to the high 

organizational culture, but it is not negligible and had an impact both on the results of the test 

implementation and the choice of the proposed solutions. However, it is not discussed further 

in this dissertation. 

4.1.8. Preparation phase 

The basis which has to be implemented into the organisation before the proposed system 

implementation is a solid organisation with implemented TPM and the basis of the RCM or 

organisational concepts very similar to them. This guarantees that production operators, as 

well as maintenance breakdown workers, are at high organisational culture. That means huge 

sensitivity to safety, quality and reliability, issues are managed on a daily basis, both teams 

have common goals. The second important thing is the assurance of human resources for the 

author project. Adding it to another project will result in a fiasco.  

The third thing is specifying correct line equipped with the modern control system and me-

tering with sensors of a different kind. 
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All three mentioned above pillars were implemented with success before the start of the case 

study. 

4.1.9. Implementation 

Before implementation of the system, after risk analysis (FMEA) some additional sen-

sors and PLC programs were added and modified to online tracking relevant system param-

eters which were not installed originally (e.g. vibroacoustic sensors of reducers, hydraulic 

unit parameters of pressure and flow). This action results in high coverage of machines in 

sensors of different types connected to one system. After all, most of the machines get com-

plete sensors coverage and those information’s get into PLC, some small parts of PLC pro-

grams were added to analyse the signals. 

The next step in implementing the assumptions of the new approach was the analysis of 

available IT tools. Due to the extensive statistical modules, Big Data processing capabilities, 

professional database support and customization software, the author has chosen the Statis-

tica WebEnterprise package. Another argument for choosing this tool was the assumption 

that the people who will use the tool will be without knowledge of Statistica software and 

advanced statistical knowledge. That was possible thanks to the use of Statsoft's Enterprise 

module. 

The next stage of preparation was dividing all gathered information into categories. 

There were specified two main categories. The first one was SYMPTOMS – which means 

that they do not stop the machine, but their appearance inform that something wrong is going 

on with some parts of the machine. The second type is EFFECTS - can be translated as mes-

sages after the presence of which the machine is stopping. In this type, two subtypes were 

recognised – errors which provoke intermediate stop of the machine, and second in which 

machine stops after the end of the cycle occur.  
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Figure 4.7. Graph of errors classification matrix 

 

To make a complete classification it was necessary to add appropriate classification for 

over 14000 tags in the software program – the logic part of them is shown in Fig. 4.7. Each 

of them has to be verified manually with PLC logic programs. During this verification it was 

checked how each tag is defined in the PLC logic, in what type of above-presented groups it 

is connected, e.g. type OPER mean that it is operation important for the operator and it is 

shown in the events on HMI, so it is a symptom. The amount of work done was estimated at 

about one month of work.  

After the classification was finished, all those information’s were collected and imple-

mented into the database of the plant supervisory level connected with events history. The 

following stage of implementation was the collection of the historical event database. For 

system learning, the important part is gathering as huge as possible database with historical 

data.  

No. of 

event 

Element 

of line 

Sub-element 

of line 

Type of 

error 

Data  

y-m-d 

h:m:s 

Time 

duration  

h:m:s 

Description 

340 
Banbury 

mixer 

Electric mo-

tor 
OPER 

2018-

01-01 

00:01:01 

00:00:30 

Alarm tempera-

ture of the mo-

tor bearings 
 

Figure 4.8. Example of historical data record 
 

To create an archival database, the frequency of data export was set to once per day. 

During work on the system, this frequency was changed to six hours. To properly conduct 

the analysis, the input data must be unambiguous, properly processed. The first difficulty 

encountered was the transmission of data from the surveillance system to the Statistica soft-

ware database. Enterprise IT security requirements do not allow for the integration of external 
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systems with enterprise databases. The solution turned out to be a periodic export of a data 

file that could feed the database used by Statistica. In order not to influence on existing re-

porting systems, all events were exported as *.csv files into one subdirectory in server hard 

disk, an example of one record is presented in Fig. 4.8. Software package Statistica Enterprise 

with SQL Server was installed on the mentioned above server. The general architecture of 

the implemented tool is presented in Fig. 4.10.  

For the project, historical data from more than four months (121 days) were collected 

and analysed. After analysis, it was found that on average is generated 11830 messages from 

systems per day. Based on such a large amount of data, it was possible to identify rule rela-

tionships. 

To simplify interface Human vs statistical analysis, a software tool named RULE 

CREATOR was created.  

 

 
 

Figure 4.9. Rule creator window 
 

At the test version, only simple dependencies were used. That means, that the detection 

of a single event assigned as a symptom results in generating information about a potential 

failure. No rules were searched with a sequence of several preceding events. This option is 

provided in the created rules editor (Fig. 4.9), which gives a wide range of rules. It was de-

veloped, taking into account the possibility of occurring up to five events preceding the fail-

ure. Two options for mutual symptom relationships are also included. First, when the order 

of occurrence of symptoms is irrelevant and only counts the occurrence of a specific set of 

symptoms in a given time interval, resulting in damage and a second option in which the 

order of occurrence of the symptoms affects the occurrence or not, damage [134]. 
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Figure 4.10. General system architecture 
 

One of the assumptions of the project was a two-pronged ability to acquire rules. The first 

method is to create an expert rule based on the experience of a maintenance expert. 

This experience may be a result of analysis of existing failures or knowledge of the rules that 

occur in the PLC program that monitors the process. The second source of the rules is a 

statistical analysis done during the implementation. 

Sequential analysis for detecting recurring patterns in the event sequence resulted in 684 rules 

with assumed indicator levels: minimum support = 0.1, and minimal confidence= 0.5. Fig. 

4.11 shows a graph of each rule with the level of support and trust it was gained. Only simple 

rules were searched according to the rule "if the predecessor than successor". 
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C
o
n
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Figure 4.11. Chart of quality of obtained rules 
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The second inconvenience is generating reports. Reports should be easily readable to 

the recipient. This was solved through a report generated as a web-formatted file. Another 

difficulty was the frequency with which maintenance reports would be generated. At the time 

of the test, the daily frequency was assumed, during the test period, there was no division 

into different recipients. In the implemented solution, a time horizon is defined as a time 

frame of 48 hours, in which symptoms are analysed that may cause future damage. 

Rapports have generated automatically in hypertext markup language (HTML) format (Fig. 

4.12) and put into localisation on the server.  They were accessible by remote desktop to all 

predefined users. After generating the report, it was available for maintenance to undertake 

corrective actions. After realisation of those actions, the system comes back to the safe state.  

 

 
 

Figure 4.12. Example rapport from the proposed tool CAST-P 
 

Reports were generated with division into production lines and after into hierarchical levels 

of machines. In the second column predicted failure were presented and in the third column 

- symptoms of this failure. The fourth column gives information about the date and time of 

the last symptom occurrence. In the last column information about symptom occurrence in a 

period calculated for this report were presented.  

Assumptions made before the start of the tests were that report generation frequency 

once per day will be enough to achieve tremendous progress in diagnostic cover and increase 

of reliability and quality. So, a report was generated automatically once per day after six 

o’clock A.M. It was assumed that it would be a tool for reliability engineers to prepare a 

corrective maintenance action plan for the current day.  

4.1.10. Results 

4.1.10.1. Tool results 

By analysing the results, surprisingly predictable were the proportions in which the 

symptoms occurred before the damage occurred. In the eight hours before the failure, 80% 



  

122 

 

 

 

of the symptoms appear. Fig. 4.13 shows the incremental graph (continuous line) and the 

percentage (dotted line) of the occurrences of the symptoms broken down into time intervals 

that divide the occurrence of the symptom from the occurrence of the failure.  

 

 

 

Figure 4.13. Chart of breakdown as a function of time of occurrence of the symptom 
 

It has been observed that nearly 7% of all relationships occur at the same time as the 

damage occurs. Fig. 4.14 shows a graph of the relationship between the percentage of occur-

rences of symptoms and the time intervals counted from the occurrence of the symptom to 

the occurrence of the failure.  
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Figure 4.14. Chart symptom-effect relationship broken down by time intervals 
 

Verification of these events has shown that certain rules should be excluded because of 

their resulting nature. These rules do not add value. They appear because they are the result 

of another rule.  

4.1.10.2. OEE results 

The main objective of this tool's implementation was to achieve an increase of the 

productivity indicator. The duration of the pilot implementation was six months. The anal-

yses presented are related to this period (n+1), for comparison, the period of six months of 

the previous year (n) is used in the work. The OEE indicator is used as the superior indicator 

in many manufacturing companies and due to its cross-sectional comparison, the results of 

this index for the two specific time intervals were compared first. A brief explanation of OEE, 

the OEE rate for the entire year in which a test implementation of the tool was conducted on 

the production line A is presented in Fig. 4.15. The first component of the OEE indicator, 

Availability, for that period achieved a value of 88.5% and it is the ratio of the time difference 

between gross operating time and unplanned downtime divided by planned production time. 

Unplanned downtime for this period equal 11.5%. The second component performance rate 

for that period achieved 98.3% and it is calculated as a difference between net operating time 

and speed loses divided by gross operating time. Indicator of speed losses equals 1.5%. The 
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last OEE component is quality rate calculated as a difference between effective operating 

time and quality losses divided by net operating time. For analysed time period it is equal 

99.9%.  

 
 

Theoretical production plan  

 

Planned production time 
Planned 

down-time 

 

Gross operating time 

 

Unplanned 

down-time 

11.5% 

 

Net operating time 
Speed 

losses 

1.5% 

Effective 

operating 

time 

 

Quality 

looses 

0.1 % 

OEE =86.9% 

 

Availability 

88.5% 

Performance rate 

98.3% 

 

Quality rate 

99.9% 

 

x 

x 

= 

  

 Figure 4.15. Yearly percentage of OEE indicator for line A at the year of case-study duration (n+1) 
 

Comparing results of two following years (six first months of each year), an increase 

2.1% of OEE indicator can be observed. The small decrease was observed in performance – 

0.42%. It is mainly due to an increase in the speed loss rate from 1.2% to 1.51%. That regress 

can be explained by the work of quality personnel with new recipes as a result of new raw 

materials and impact of external temperature to raw materials and after on speed of process 

cycle.  

The biggest increase was observed in the area of availability which value increased from 

87.9% to 90%. As can be seen in Fig. 4.16, there are a few components which percentage 

share gives that final result. Unfortunately, one of the indicator components has increased its 

value by 0.23%. This component, named as others, sums the other components of losses 

whose single event value does not exceed 0.1% and it is impossible to qualify for any of the 

described codes. The progress in codes of preventive maintenance (-0.08%) and modification 

(-0.1%) has to be considered together, because the joint work of maintenance and production 

teams, over the increase of efficiency, caused that more work in the field of modification was 
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carried out during the masked time of preventive maintenance, which number 

 

Indicator 6 mth year n 6 mth year n+1   

Unplanned 

Downtime 

Breakdowns 6.1% 4.03%   
Defects in process 3.1% 2.75%   
Preventive maintenance 1.3% 1.22%   
Assorment exchange 0.8% 0.83%   
Operator error 0.1% 0.11%   
Start-up looses 0.1% 0.16%   
Modification 0.1% 0.00%   
Set-up 0.1% 0.13%   
Machine cleaning 0.1% 0.17%   
Others 0.4% 0.63%   

          

  Availability  87.9% 90.0% 

        

x x Speed looses 
Reduced speed 1.2% 1.51% 

Idling 0.2% 0.28% 

        

  Performance 98.43% 98.01% 

          

 Rework 0.1% 0.1%     

      x x 

  Quality 99.90% 99.90% 

        = = 

  OEE 86% 88.1% 
 

 

Figure 4.16. Percentage of OEE indicator for line A in two compared periods 
 

was also optimized (-0.08%). There are also few codes that remained with almost unchanged 

value (change is less than 0.1%) and those are the operator error, start-up loses, set-up and 

machine cleaning codes. There are two more codes that are the most interesting from the 

point of view of this work. This is the breakdowns code which gained -2.07% and defects in 

the process which gained -0.35%. At the same time, they are the two most significant codes 

affecting the value of the availability component. Profit in the above codes was obtained 

thanks to the proposed tool and after as a result of modifications that eliminated the original 

causes, optimizing the preventive maintenance plan for repeated faults, prediction of failures 

and failures, and analysis of the causes of these potential failures, the experience of produc-

tion and maintenance staff that reduced the duration of the downtime. On the next pages, the 

explanation of the influence of the tool for the predictive failure analysis on the breakdown 
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losses caused by machine failures will be presented. The comparison of the percentage of 

losses year-on-year (Fig. 4.17) shows certain repeatability in terms of months. This is due to 

the calendar of production and shutdowns, and the impact of external temperature on instal-

lations and, above all, on raw materials entering the process. 

 
Figure 4.17. The sum of losses caused by unplanned stops and speed losses for line A in the year of 

tool implementation and previous year, expressed in percentage 
 

This trend is also visible for the machines themselves, even taking into account two very 

similar production lines (Fig. 4.18). Some deviations year by year are disturbed by individual 

failures that last more than 400 minutes. It should be remembered that one unplanned stop 

lasting 8 hours reduces the monthly result by over 1.1%. Analysing the mean time to resto-

ration (MTTR) indicator in Fig. 4.19, it can be seen that the "calming down" of this indicator 

by the stability of the value over time in the year of test implementation, which proves in-

creased preparation for repairs (knowledge of how to repair, tools) and knowledge of im-

pending 
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Figure 4.18. Cumulative percentage of breakdowns of line A and B in the year of tool implementation 

and previous year 
 

breakdown (prediction), which makes it possible to prepare the workplace still in masked 

time and intervention is shorter in the case of quick detection (e.g.: if we know about the high 

bearing temperature, it is still possible relubrication it and hold to the planned shutdown with 

replacing, without prediction, maintenance will react when the bearing is already damaged, 

and it has to be replaced immediately because it cannot continue work). 

 
Figure 4.19. MTTR of line A in the year of tool implementation and the previous year   

 

As it was already mentioned above, the amount of time for preventive maintenance of line 

stop has undergone reduction (Fig. 4.20), but this does not reduce the amount of work and 

only reduces its frequencies. This has a positive effect on the result of the OEE indicator. 

4%

6%

8%

10%

12%

14%

16%

18%

1 2 3 4 5 6

B
re

ak
d

o
w

n
s 

[%
]

Months

year n year n+1

1 2 3 4 5 6

year n 1,70 2,60 1,50 1,80 1,90 1,70

year n+1 1,90 1,70 1,70 1,60 1,90 1,50

1,30

1,50

1,70

1,90

2,10

2,30

2,50

2,70

M
T

T
R

 [
h
]

Months



  

128 

 

 

 

This was possible thanks to better knowledge about the occurrence of faults, planning the 

time of repairs at the time masked and updating the preventive maintenance plan in terms of 

anticipated failures. 

Figure 4.20. Preventive maintenance of line A in the year of tool implementation and the previous 

year 
 

What is important from the point of view of the customer's maintenance services, which is 

the production department, compared to the previous year (Fig. 4.21), there has been a re-

duction in the fluctuations in the time load for which the maintenance operations are made. 

Greater stability results in fewer disturbances, more stable production, which translates into 

stability of quality results and improvement of production indicators - among other things, 

the production plan implementation coefficient. 
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Figure 4.21. Losses due to unplanned and planned maintenance activities on line A in the year of tool 

implementation and the previous year 
 

Interesting data appears when tables 4.2 and 4.3 are analysed. It can be seen that in the 

year of the test implementation there were more unplanned stops than in the previous year. 

It should be emphasized here that the breakdown is coded, every stop that was not planned a 

month earlier and not taken into account when creating a monthly production plan. 

Table 4.2. Ratio of breakdowns numbers of line A in the year of tool implementation and the previous 

year 
 

 

No. of all breakdowns in year n+1

No. of all breakdowsn in year n
 

 

126% 

 

No. of mechanical breakdowns in year n+1

No. of mechanical breakdowns in year n
 

 

72% 

 

No. of electrical-electronic breakdowns in year n+1

No. of electrical-electronic breakdowns in year n
 

 

149% 
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Table 4.3. Ratio of breakdowns time of line A in the year of tool implementation and the previous 

year 
 

of  all breakdowns time in year n+1

of all breakdowns time in year n




 
 

92% 

 

of  mechanical breakdowns time in year n+1

of mechanical breakdowns time in year n




 
 

63% 

 

of  electrical-electronic breakdowns time in year n+1

of electrical-electronic breakdowns time in year n




 
 

111% 

 
 

For this reason, also stops that resulted from noticing the symptoms of a future failure and 

stopping the line to eliminate the primary cause of a possible failure are counted as a break-

down. Thus, seeing that the number of unplanned shutdowns increased by 26% year-on-year. 

Mainly this was due to stoppages on the electrical side or electronics. At the same time, it 

can be seen that the sum of the number of stops in the year of the test decreased by 8% 

compared to the previous year. And more importantly, there was a significant drop in stops 

due to mechanical breakdown awareness (by 37%). 

Table 4.4. Ratio of breakdowns numbers of line A in the year of tool implementation and the previous 

year 
 

 No. of all breakdowns at first 6 months of year n+1

No. of all breakdowns at first 6 months of  year n
 

 

101% 

 

 No. of mechanical breakdowns at first 6 months of year n+1

No. of mechanical breakdowns at first 6 months of  year n
 

 

62% 

 

 No. of electrical-electronic breakdowns at first 6 months of year n+1

No. of electrical-electronic breakdowns at first 6 months of  year n
 

 

120% 

 

Table 4.5. Ratio of breakdowns time of line A in the year of tool implementation and the previous 

year 
 

 of  all breakdowns time at first 6 months of year n+1

 of all breakdowns time at first 6 months of year n




 
 

69% 

 

of  mechanical breakdowns time at first 6 months of  year n+1

 of mechanical breakdowns time at first 6 months of  year n




 
 

46% 
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of  electrical-electronic breakdowns time at first 6 months of year n+1

 of electrical-electronic breakdowns time at first 6 months of year n




 
 

92% 

 
 

Even more interesting are the data from the six months during which the test was carried 

out and the six months of the previous year (Table 4.4 and Table 4.5). They show a slight 

increase in the total number of breakdowns (by 1%). A significant drop in stops due to me-

chanics (by 38%) and increase in breakdowns on electrical/electronical equipment (by 20%). 

What is more interesting is that during this period the total amount of time of breakdowns 

dropped by as much as 31%. In mechanical breakdowns it was up to 54%. 

 
Figure 4.22. Presentation of the mean and median value of breakdowns percentage in four following 

years (n-2, …, n+1) and breakdowns percentage in the year of test 
 

Looking at Fig. 4.22, it can be seen that the total percentage of losses due to breakdowns 

is lower than the median and mean value of four following years. It also shows a certain 

tendency of breakdowns which cause should be seen in relation to the atmospheric conditions 

(temperature, humidity- indirectly influencing the raw materials) as well as the times of ma-

chinery planned downtime (human factors - holidays, etc.)  and then their start-ups. 

 

Table 4.6. Comparison of number and summary time of long breakdowns over 2 and 3 hours in 

the year of test and the previous year 
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Breakdowns 

over 3h 
10 3574 14 4776 3 929 6 1747 

Breakdowns 

over 2h 
16 4445 20 5607 8 1599 17 3277 

 

Very interesting data is shown in Table 4.6. It can be seen in the manner of reduced 

number of long stops of machines (more than 2 and 3 hours). During the test period, these 

values are significantly lower, which confirms the effectiveness of the proposed solutions. 

4.1.10.3. CMMS results 

The second source of authoritative data regarding the impact of the proposed tool on the 

improvement of results is CMMS which is used to manage the maintenance department. 

 

Figure 4.23. Cumulative value of time spends for modification by the maintenance of line A and B in 

the year of tool implementation and the previous year   
 

In Table 4.7, the results of the various types of interventions performed by maintenance are 

presented. The first of them are failures which are unplanned maintenance activities, differ-

ence between this and the OEE indicator is that in CMMS doesn’t mean that the line has to 

be stopped. The second type of intervention is planned repairs. These are repair activities not 

planned as preventive maintenance but requiring intervention on the machine during the pre-

ventive or masked time. The third type of activity is training. It is only part of the whole 

training and concerns only those that were carried out on the machines. The next step is 

planned maintenance activities, in other words, preventive maintenance. The last type of in-

tervention presented is modifications (Fig. 4.23). These are modifications made by mainte-

nance personnel during the stoppage as well as the work of the line. 
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Table 4.7 Quantity of maintenance work orders divided into categories for production lines A and B 

over two years 
 

Work order type: 
year n year n+1 

Ratio 
year n year n+1 

Ratio 
Line A Line A Line B Line B 

Failure 1080 989 92% 1162 1138 98% 

Planned repair 1588 2416 152% 1488 2307 155% 

Training 6 1 17% 5 1 20% 

Planned maintenance 601 655 109% 394 540 137% 

Modification 49 34 69% 33 32 97% 

Σ 3324 4095  3082 4018  
       

 

Analysing Table 4.7 with annual results, it can be noticed that the number of failure 

interventions at line A decreased by 8%. However, the number of planned repair interven-

tions increased by more than 50%. This is the exact opposite value to the number of break-

downs in the same period in the OEE index.  

4.1.10.4. Impact of productivity improvements on product quality results 

Based on the author’s experience and results of chosen results of two production lines 

productivity and percentage of scrap graphs, it can be stated that increase of productivity 

influence positively the scrap reduction (Fig. 4.24.).  
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Figure 4.24. Graphs of the relation between productivity and scrap percentage on sample production 

lines 
 

That is because increasing productivity decreases unplanned downtime and other MUDA 

losses. There is a certain level of losses resulting from planned stops and starts and waste 

arising from the construction of the production process. It can be stated that focus on produc-

tivity increase, also results positively in quality. At the current high level of quality and low 

associated losses, possible progress in this area is very challenging.  That is why the author’s 

actions focus on productivity and indirectly influence quality. 

 

4.1.11. Conclusion 

Despite the short implementation and the limited possibilities of using data from sensors 

and machines, the results show very promising results. Return on investment (ROI) (expend-

itures for the application and implementation to the profit achieved from the increase in ma-

chine availability) in this case is between 3 and 4 years. This is a very good result for an IT 

tool. By developing this tool and using the data lake tool in a very fast way, one can imple-

ment this tool in another twin plant in the enterprise. In this way, the ROI will be accelerated 

again. Additional functionalities presented in the following examples increase the value and 

validity of the proposed solution. 

 

4.2. Case study - Safety anomalies detection  

4.2.1. Description of the case study 

Unfortunately, during the test implementation, it was not possible to connect the CAST-

P system with any physical input of the control signal of the tested machines and devices. 

This was one of the restrictions provided that the author obtained permission for tests. The 

only possible thing was to create expert rules based on the available data that would detect 

functional safety abnormalities.  
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Cable pull switch Operator Machine 

attacked stop 

Pushbutton  

press 

Operator 

Control system 

activation 

Operator Cable pull switch 

disarm and arm 

HMI 

Operator Conveyor launch icon 

press 

Machine 

start 

safety malfunction 

omitted step 

 
Figure 4.25. Diagram of control system malfunction 

 

One of such expert rules was based on the example from the author’s experience. In the 

machinery analysed in the case study described above, after information about the serious 

accident in another plant, action was taken to make additional verification of proper work of 

all safety elements (functional test) during a standard test to check – cable pull switches 

(safety lines). After an emergency stop (cable pull switch was attacked) according to safety 

standard ISO 12100 [62], the operator has to disarm attacked element, put it into normal 

position (armed again), start control systems and push the button on HMI (move forward) to 

start conveyor again. Surprisingly, after unlocking and arming the safety line, the operator 

pushed the button to initiate the control system and the conveyor started moving forward 

without command, which should not have taken place (Fig. 4.25). The start of the machine 

should happen after starting it intentionally by the operator using the button - start. After 

analysis, it was stated that the root cause of this anomaly is an error of HMI firmware. The 

software keeps into memory the table with the previous state of inputs and outputs, among 

others also all push buttons on the screen. After communication with the HMI producer, the 

error was removed one month later by the HMI manufacturer with a new firmware version. 
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It should be emphasized that after uploading the new firmware, functional tests were per-

formed, unfortunately, the error appeared only in one specific sequence of action, which re-

sulted in the non-revealing of this error during the test. Unfortunately, with the growing speed 

of creating new equipment, software and applications, errors in software can become more 

frequent what for the user means a higher risk for downtime and what is a much worse in-

creased risk of safety accidents.  

Based on this example, an expert rule which will detect the presented above anomaly, 

which will prevent such accidents in the future, was added in the rule database. This rule can 

be generally recorded as “IF safety system armed AND errors reset command (HMI) AND 

machine stop (no command to start) AND machine start THAN Error – Safety system ab-

normal work of machine….’’. Unfortunately, such a rule had to be duplicated and assigned 

for each safety circuit separately, as the events of each section have different markings. The 

entry of expert rules, based on risk analysis and safety regulations and standards, significantly 

improves the safety of the system and devices, protecting against similar outcomes of faulty 

firmware and possible PLC program errors in the future. 

4.2.2. Conclusion 

In the above-presented example, the issue of safety is very important from the point of 

view of the current rapidly changing environment of industrial automation. In many enter-

prises, level one software updates are very common, sometimes even without the knowledge 

of users. Therefore, the proposed solution significantly increases employee safety. The pre-

sented solution is the development of the application of the tool presented for the prediction 

of failures. It increases the importance and justifiability to implement CAST-P in modern 

production lines. 

 

4.3.  Case study of the application the method of functional test 
optimisation 

The chosen case study object is a modern single end impregnation line used to treat 

yarns made of polyamide, polyester, viscose and other raw materials so they are suitable for 

applications - use in tires. The pull roll section is a part of a line analysed in this case study. 
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Following a risk analysis (Failure Modes, Effects and Criticality Analysis), one safety func-

tion and one complementary protective measure were identified in this section of the produc-

tion line. The safety function secures by restricting access to the machine's rotating parts and 

parts with ingress angles. The first complementary protective measures role is to prevent the 

hand or forearm from being caught by the thread of textile cord by installing a cable pull 

safety switch. The safety function has a verified value of SIL 2. The other complementary 

protective measure has an estimated SIL1. It can be calculated from the manufacturer's data 

that each of the given safety functions and supplementary measures has reached the claimed 

SIL level (SIL 2, SIL1).  

The first supplementary measure, which prevents staff from being caught by the threads 

of a textile cord, based on the reliability data of the components of this function, has a func-

tional test equal to a service life of twenty years, which means that there is no need for a 

control test of this function. The analysis proposed by the author has been carried out taking 

into account the facts of risk management. During the analysis, it was assumed - SIL1. 

 The analysis of entries to the CMMS application and conversations with both produc-

tion operators and maintenance staff shows that an unintentional activation of complementary 

protective measures by the operator or product takes place on average once every twelve 

months. Therefore, it can be qualified to a low probability of occurrence. The last analysis 

criterion, which is the possibility of detecting a failure, was assessed as practically impossible 

to detect. 

 

Table 4.8. Graph of additional action estimation for a first complementary measure of a sec-

tion of impregnation line working in low demand mode 

 
Detection 

Possible Impossible 

Probability of 

occurrence 

Low N/A FTI 

Medium VI FTI 

High FTI Risk analysis 

 

Based on the estimation of additional actions (Table 4.8), it can be concluded that it is nec-

essary to change the time interval of the functional test. Taking into account the frequency of 

activation of the function and damage, on average once a year it is proposed to double the 
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frequency of activation - which corresponds to six months. In conclusion, the result of the 

analysis is to change the functional test interval to six months.  

The case study is based on pull roll section with the safety function of door locking and 

monitoring. The required safety integrity level is the result of a risk assessment and refers to 

the amount of risk reduction to be conducted by the safety-related parts of the control system. 

Part of the risk reduction process is to determine the safety functions of the machine. Safety 

function which protects by restricting access to the cabinet has estimated SIL2 based on the 

SIL assignment matrix proposed in the EN 62061 standard. The severity of the injury was 

estimated as level 3. Frequency and duration note 3, the probability of hazard event as possi-

ble and note 4, avoidance as possible with note 4. Cl=Fr+Pr+Av=3+4+4=11 (Fig. 4.28), 

safety function with value SIL2.  

 
Severity 

(Se) 

Class (Cl) 

3-4 5-7 8-10 11-13 14-15 

4 SIL2 SIL2 SIL2 SIL3 SIL3 

3   SIL1 SIL2 SIL3 

2    SIL1 SIL2 

1     SIL1 

  
Fig. 4.28. SIL assignment matrix for the analysed safety function. 

 

Analysing available data, it was assumed that the frequency of unplanned activation is 

frequent, and the detection of possible damages is possible without stopping the machine. 

The following proposed method, that can be estimated that additional action, is additional 

visual inspection (Table 4.9) in this case. As the average frequency of unplanned activation 

or damage was estimated to be six months, visual inspection of that subsystem of the safety-

related control system was planned for three months. Manufactures data presents the T1 value 

for proof test interval as 20 years. So, there is no need to plan an additional test for this 

element. According to the author’s proposal, a functional test is completed with the frequency 

of twelve months. 

 

Table 4.9. Graph of additional action estimation for defined safety function of the cord twisting ma-

chine. 

 
Detection 

Possible Impossible 

Probability of 

occurrence 

Low N/A FTI 

Medium VI FTI 

High FTI Risk analysis 
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Summarizing achieved results, it can be stated that the use of the proposed method achieved 

the pursued objectives. Graph of additional action estimation helps the user to minimalize 

additional risks not covered before. The tool is easy to use and can be easily utilised by 

maintenance or personnel responsible for safety. Implementation of actions defined in the 

proposed graph influence on results of risk analysis made at the different level of company 

management according to ISO 31000 [71]. 

 

4.4. Case study of proof test interval proposed method  

As an example, a safety function has been chosen for detecting the presence of a worker in 

the danger area while the robot is operating, and then, upon detection, to stop the robot. Pres-

ence detection is done by installing a laser scanner in the robot's operating area (Fig. 4.29). 

When a worker is in the danger area, even out of sight of other workers, it can be detected 

and prevented from inadvertently moving/restarting. In this example, as a result of the risk 

assessment, the PLr / SIL was determined to be PLr=d / SIL=2.  

 

Safety laser 

scanner 

LS 
PLC 

Contactor 

K1 

Contactor 

K2 

Electric 

motor 

ossd1 

ossd2 

Start switch 

SS 

 
Fig. 4.29. A simplified model of safety function configuration with a safety scanner. 

 
The laser scanner (LS) monitors safety in an area by scanning a laser beam and monitoring 

the reflected beam (calculating the distance to a surrounding object based on the time it takes 

for the beam to reflect off the object and be received). Detecting a failure by self-diagnostics 

or disturbance of the laser scanner (LS) by ambient light. If the laser scanner (LS) is disturbed 

by ambient light, the output will turn off. The laser scanner (LS) and contactors (K1, K2) that 

control the output are connected to the PLC. 

The PLC program performs the following functions: 
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• If operation is ready, if the start switch (SS) is pressed after the output of the laser 

scanner (LS) ((ossd1) and (ossd2)) are turned on, the PLC output will be turned on 

to start the machine. 

• If the laser scanner (LS) output (ossd1 or ossd2) is turned OFF during machine 

operation, the PLC output will be turned OFF to apply an emergency stop to the 

machine. 

• If an emergency stop occurs, the PLC output will remain OFF even if the start switch 

(SS) is pushed down. 

• If an emergency stop occurs, the machine will revert to the operational ready state 

if the laser scanner (LS) is turned on (ossd1, ossd2=ON). 

• To prevent accidental startup of the machine due to failure of the start switch (SS), 

the reset of the standby switch (SS). Shall be conditional  on the ON→OFF falling.  

 

The evalution of safety related control system have to made by division into subsystems. 

Three sybsystems of this safety function can be sparated as presented on Fig. 4.30. For each 

subsystem the relevant safety-related data are available and are assumed as shown in Table 

4.10. 

Table 4.10. Reliability data of the examined safety function components 

Name 
Device 

name 
B10D DCavg [%] 

PFHd 

[1/hour] 
HFT 

LS Laser 

scanner 

 90 1.03x10-7 
1 

PLC PLC  99 2.31x10-9 1 

K1 Contactor 2 000 000 99 (HFT=1)  0 

K2 Contactor 2 000 000 99 (HFT=1)  0 

 

First subsystem design of the input which is safety laser scanner as an electronic part 

and data provided by the component manfacturer of the pre-designed safety laser scanner, 

susbsystem can claim SIL 2 with an architecture with a hardware fault tolerance equal to 1 

(HFT=1) and DC equal to 90%. 
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 Safety laser 

scanner 

Input 

PLC 
Contactor 

K1 

Contactor 

K2 

Logic Output 

HFT=1 HFT=1 HFT=1 

 
Fig. 4.30. A simplified diagram of analysed safety function. 

 

Second subsystem – PLC is also an electronic part with data provided by component 

manufacturer of the pre-designed safety contoller and can claim high SIL equal to 3 

(PFH=2.31x10-9). Diagnostic coverage of this subsytem is very high with value 99%.  

The third subsytem of the analysed safety function is built with an architecture of a 

hardware fult tolerance equal to 1 (HFT=1). From the analysis it is known that contactors are 

used for two shifts each day on 300 operation days a year. The mean time beetween the 

beginning of two successive swithing of the valve is estimated as 1 hour.The evaluation of 

PFH value is made with the failure rate determined by using B10D (based on IEC 62061 

sttandard) This yields the following values: 

- dop  = 300 days per year; 

- hop = 16 h per day; 

- tcycle = 3600s per cycle; 

- B10D  = 2 million cycles. 

With those data the following quantities can be calculated: 

 

op op

op

cycle

3600 300 16 3600
4800

3600

d h
n

t

   
= = = cycles/year 

0,5479
8760

opn
C = = cycles/hour 

Having calculated those input values dangerous failure rate can be calculated as follows: 

10D 10D 10D 10D

1 1 0.105 0.1
ln 0.1

1 0.1
De

C

T T T B
 = =  =

−
 

8

De

0.5479
0.1 2.74 10

2000000
 −=  =   hour-1 
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The following assumptions were made for calculation of PFH of this subsystem. The 

value of the T1 parameter was chosen based on Table 3.14, which assumes a test proof period 

of one year for functions with SIL=1 and HFT=1. The T1 value is the proof test interval of 

the proof test (1 year) as it is smaller than useful lifetime (20 years). T2 is the diagnostic time 

interval as in this function diagnostic test is made with switching of the contactors than T2 

value is equal to: 

2

1
1,825T

C
= = h 

Other values used in calculation of the PFH value of this subsystem are equal to: 

DC = 99 % 

T1 = 8760 h 

Due to the lack of information from the manufacturer about the value of common cause fail-

ure factor (β) it was assumed on the basis of IEC 62061 standard to be 10% (the most unfa-

vorable variant was assumed) 

β = 0.1 

Finally, as this subsystem has to be analysed as architecture D the equation for PFH gets the 

form: 

( ) ( )

2 2 22
1

2 2
2 8 8 8

9 -1

(1 ) [ 2 ] [ (1 )]
2

1.825
(1 0.1) [ 2.74 10 2 0.99] 2.74 10 (1 0.99) 8760 0.1 2.74 10

2

2.74 10  [h ]

O De De De

T
PFH DC DC T    

− − −

−

 
 −     +  −  +  = 

 

  −      +   −  +   =    



 

The overall value of PFH for SCS by summation of the PFH of the three subsystems will be 

equal to: 

SCS I L OPFH PFH PFH PFH + +  
7 -1

SCS 1.08 10  [h ]PFH −   

This SCS reaches SIL 2 value, which is consistent with the results of the risk analysis for this 

function. Additionally, the system should be verified in terms of architectural constraints in 

subsystems in the context of taking into account the indicator SFF. Each of the subsystems 

has a high level of diagnostic coverage equal to or greater than 90%, which translates into 

the SFF value and finally that each subsystem can be assigned SIL 2. Therefore, the entire 

function also meets the requirements for SIL 2. 

The author chose the example with the laser security scanner as it shows on the one hand 

empirically the correctness of the proposed method and on the other hand shows a certain 



  

143 

 

 

 

pitfall. The manufacturer of the scanner, due to the fact that it is built to ISO 13849 category 

3, does not have full diagnostics and the manufacturer requires in the user manual a weekly 

proof test. Unfortunately, from the author's experience, such requirements, which are very 

important and crucial from the safety point of view, are often forgotten by either the machine 

manufacturer (to include it in the manual) or the maintenance department, which puts all 

machines into “one bag” with one proof testing frequency. 

 

4.5. Chapter summary 

Considering all data and information presented above it can be claimed that the produc-

tion of a good, competitive product in safe  conditions could be considerably raised by the 

implementation of proposed solutions. The summary of the outcomes obtained can be divided 

into two separate results. The first is a prediction tool for failures and the safety anomalies 

detection tool with the optimisation of functional test frequencies with an impact on machine 

availability time. The second is a test interval optimization method. 

The first part of the case study concerned the results of the test solution of predicting 

failures based on a statistical analysis of the symptoms recorded by the IACS. Short test lead 

time and limited resources did not allow the system to expand, but the results confirmed the 

effectiveness and utility of the tool. The implemented statistical tool allows for a further 2.1% 

increase in the availability and overall efficiency effectiveness on the examined production 

line. The proposed tool corresponds to the industry's current requirements for increasing the 

reliability and availability of machinery and equipment. The tool is designed for modern pro-

duction lines, as it is based on information collected from all hardware and surveillance sys-

tems. On older installations, system deployment would be unprofitable. It is due to the need 

for additional inputs related to the installation of the measuring system of the equipment and 

the installation of the data collection system from the machines as well as the recording of 

the operator's activities. The presented system uses modern methods of collecting, processing 

and analysing data according to trends of the Industry 4.0. 

After a complete optimisation of the solution, the system can easily be copied and in-

stalled on other similar (or twin) installations in the enterprise. That results in very fast, in-

expensive, and not requiring considerable human resources change that can increase the re-

liability and availability, which indirectly also affects the quality of manufactured products. 

The proposed tool is designed for the users, who, by analysing the automatically generated 
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reports, first will eliminate the potential abnormal events (short-term goal). Second, it will 

take action to eliminate the cause of this anomaly or reduce its impact (long-term goal). An-

other functionality of this proposed tool is the ability to protect workers' safety by detecting 

hazardous situation using the same tool (CAST-P) as in the case of failure prediction. Due to 

the lack of possibility of full implementation of the solution, it is not possible to confirm all 

advantages of the proposed tool. Despite this, the ability to implement expert rules to ensure 

that functional safety standards are respected (shown by the example of minimizing the im-

pact of modifications to controller programs and firmware updates) significantly affects the 

assurance of a designed and verified level of functional safety of machines. The same tool 

can also be used to protect machinery and employees in the event of cyber-attacks on safety 

related control systems. This shows that the proposed tool is very versatile, and its application 

can bring many benefits in terms of both productivity and safety in the broad sense. Thanks 

to this approach, it is possible to achieve progressive productivity while maintaining an ap-

propriate level of safety.  

During the test of the rule editor, only simple one to one rules were used, but in the 

future, it could be recommended to work with n to 1 rules. This can influence on mean time 

between the first or second symptom and failure, and also finding such rules can be very 

interesting from the perspective of finding the root cause of failure. The frequency of report 

generation during the test was defined before the start-up of the test. During the test period, 

as it was already mentioned, the system generates reports once per day. After six months of 

tests, the author is convinced that increasing the frequency of generating reports for correc-

tive maintenance is necessary. After analysis mean time between symptom and a failure this 

time seems to be unadjusted. The alternative is to generate reports close to real time frequency, 

which would physically result in the appearance of new messages every few minutes on the 

laptop or mobile phone of maintenance workers. There is a risk that this method at the be-

ginning will disturb work of breakdown workers because their working time, a maximum 30% 

of its working time is reserved on breakdowns. The rest of the time is spent on planned repairs 

and preventive maintenance. It is possible to use artificial intelligence in the process of help-

ing to make decisions as described in more details and explained in the section on productiv-

ity aspects. The solution can be also equipped and extended with a database of expert rules 

regarding the type of equipment that has been installed by manufacturers (PLC, sensors, etc). 
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Concerning functional test optimisation which allows to provide the required SIL, tak-

ing into account the aspects of environment and risks in the company, which are not taken 

into account when calculating the SIL according to IEC 62061 [57]. Additional verification 

or a shorter frequency of proof tests allows to minimize the situation of the safety integrity 

level decreasing over time. The third important thing is to combine the frequency of the dif-

ferent tests in order to minimise machine downtime and consequently minimise the produc-

tion losses. The method considers the impact of the environment in the operational stage of 

the life cycle. The tool presented above are a new approach taking into account the experience 

of the author.  

The second part of the case study was dedicated to the proof test interval method. From 

the results obtained it can be stated that the proposed method simplifies and unifies the topic 

of safety function testing. It allows the plant to have a consistent policy and strategy of safety 

function testing. The example also shows that one should be careful and verify the machine 

manufacturer's recommendations before adopting schematic solutions. 
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Chapter 5 

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 

This chapter sums up and presents the discussion of the assumptions presented at the begin-

ning of the dissertation. At the beginning of the dissertation, the author presented two as-

sumptions. Each of them will be briefly discussed and a summary of the results will be pre-

sented. At the end of this chapter, possible directions of research aimed at developing new 

methods and tool will be presented 

5.1. Summary of the dissertation 

5.1.1 Impact of the proposed method on availability and productivity 

The first objective of this research was that in a modern machinery plant with already 

implemented techniques for productivity improvement, by the implementation of the com-

puterised predictive tool, progress in productivity indicator at a minimum of 0.5% can be 

achieved. As illustrated in the case study, this tool reduces the number of failures and result-

ing outages by at least 2.1%. That seems to be a small value, however, given that after the 

TPM and RCM deployments, the fault mean level is between 1.5% and 5%. Therefore, it is 

relatively a considerable value. All the more, if it is converted into costs. After conversion, 

0.5% of productivity loss in the plant operating in the continuous system gives up to 43.8 

hours / year. Depending on the production line, this can result in a loss between several dozen 

and tens of thousands of Euros per year, considering the fixed costs, employment costs, waste 

and other costs calculated according to the fixed costs method. CAST-tool force is also in its 

fast adaptation for the same or similar construction of production lines. Implementing the 

CAST-P tool in the first assembled production line can significantly speed up productivity 

gains. During the implementation of the CAST-P tool, it was noted that many of the sensors 

reported anomaly shortly before the occurrence of the failure. That is related to the assump-

tions of the designers of the analysed production lines. Many of the sensors have only one 

alarm threshold that protects machines from greater damage or breakdowns. They are not 

suitable for working with failure prediction tools. As a result, designers should now consider 
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these available capabilities. The cost increase would be negligible, as at present most of the 

sensors communicate through network protocols or can program multiple outputs in discrete 

circuits. On the other hand, the effectiveness of predictive detection would improve signifi-

cantly. The author in the preparation stage of CAST-P implementation has focused on the 

human aspects of maintenance work. From the author's experience as a manager, one can be 

tempted to argue that the consistent overall management of personnel in maintenance brings 

comparable results to the implementation of modern predictive tools. That is why it is so 

important to properly manage the staff before the tool is to  be implemented in place. In the 

absence of such an approach, positive results will be countered by negative factors such as 

increased failure on one of the shifts due to lack of competence, examples can be multiplied. 

In this aspect the objective of dissertation can be deemed to be completed 

5.1.2. Impact of the proposed methods and tool on functional safety 

The second aim of the research conducted by the author is to maintain functional safety 

regarding availability aspects. This goal is achievable by using a failure prediction method 

and tool, proof test interval method and functional test optimisation method. 

Based on the first point mentioned above, it can be concluded that it is an effortless 

profit. Due to the fact that with the implementation of the failure-prediction tool it is possible 

to use it for other purposes, such as ensuring the functional safety at required level. The 

method proposed in this aspect requires analysis and implementation of expert rules. How-

ever, it is an activity that is anyway required due to the obligation to perform the risk analyses 

of machines. The user gains at least two important things: 

- automatic verification of the compliance with machine safety standards 

- knowledge and information required for the risk analysis in form of discovered rules that 

concern functional safety components, in particular those relating to human/machine inter-

actions. 

Respecting the first point allows modifications to be made to the firmware and the PLC or 

HMI software to remain at the originally designed and validated functional safety integrity 

level. This is a very important point because in theory, according to existing standards, soft-

ware should provide a constant level of functional safety, but as practical cases show, this is 

not the rule. In the second case, the machinery as an element that changes and evolves over 
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time is also subject to periodic verification and risk analysis. The rules found for safety com-

ponents are very important material for the risk analysis and modification in order to reduce 

or eliminate future failure events. On the basis of results obtained during the research, it can 

be stated that the purpose has been fulfilled. From the discussion related to the objectives and 

questions of the research presented in this dissertation a number of conclusions can be stated. 

The second topic discussed was to clearly define the user requirements for the frequency 

of proof tests regarding the machine’s environment. The tool presented by the author serves 

to improve the ease of correct selection, helps to optimize the functional and proof test inter-

vals considering specific aspects of the risk management in life cycle.  

The tool of functional test optimisation presented by the author serves also to improve 

the productivity KPIs defined above, helps to optimize the functional and proof test intervals 

taking into account specific aspects of mentioned risk management. This tool is the author’s 

response to problems encountered in his professional practice and regarding typical practical 

aspects. An important point to emphasize is the fact that many safety system manufacturers 

assume that the mission time of the machines is twenty years. This fact must be considered 

by the user for machines that are already around twenty years old, as they have to prepare for 

the wear-out phase of the systems. Other conditions, which could be included in new versions 

of the risk management or quality management standards, may necessitate changes to the 

proposed method. This tool has been used several times so far and further testing is needed 

to confirm its effectiveness in different cases under changing conditions. 

5.1.3. Potential gains in other areas 

An important function of the proposed predictive method is its ability to be implemented 

for the prediction of functional safety threats caused by cyber security attacks. The proposed 

solution is based on a relatively simple method but has undeniable advantages. Due to the 

separation of the system from other systems, it is resistant to hacking attacks, by performing 

prior analysis and selecting the most critical locations is strongly focused on providing risk 

management for the company. Therefore, it prevents physical damage to the machines. Its 

purpose is not to analyse the whole spectrum of potential attacks.  

The proposed tool can also be used to analyse the impact of changes in parameters in-

fluencing energy consumption. This has another measurable effect on company costs where 

the price of utilities plays an increasingly important role in the global manufacturing costs of 
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a product. The application of this method in the detection of quality anomalies also has a 

significant potential for the cost reduction effect.  

The last proposed place of implementation of the tool is searching for rules in case of 

the operator's behaviour. The possibility of using this tool already at the stage of operator 

training in simulated conditions allows, on one hand, to teach the right behaviour and, on the 

other hand, it is an interesting material for analysing whether changes in the machine or in-

terface available to the operator should not be made due to repeated human errors. 

 

5.2. Proposals of system evolution 

The proposed method of failure prediction has many advantages which are described 

above. However, due to some initial assumptions, it also has limitations to work on in the 

future presumable changing conditions. Due to the assumption of placing a human being in 

the middle of the whole system, a lot of data about the rules and the work with the choice of 

rules must be done by a person. This is an arduous and time-consuming task. In the process 

of subsequent implementations, gathering experience from implementations, it is possible to 

work on applying machine analysis in these activities in a balanced way, in order not to lose 

control over the rule selection process. Another point for analysis may be to change the al-

gorithm of abnormal event prediction. The adopted solution was based on a basket analysis 

with FP-Growth algorithm. Currently, there is a very fast development of algorithms for big 

database analysis. Therefore, it is necessary to consider changing the search algorithm as a 

function of the advantages and limitations of new solutions. Another aspect is to consider the 

implementation of the proposed method already at the stage of designing new machines. This 

may significantly speed up the implementation, extend the possibilities of using the tool, and, 

at low cost, equip machines with sensors adapted to a predictive analysis tool.  

The final comments relate to the implementation of applications with artificial intelli-

gence implemented. With the development of Industry 4.0 tools, the trend towards digitali-

sation with artificial intelligence is popular. This is justified on the grounds of speed of re-

porting, access to all data, etc. And these advantages are difficult or impossible to refute. 

Unfortunately, once implemented, some of these applications do not deliver the expected 

results and profits and are even decommissioned or rejected by the customer. The reasons for 

this can be found firstly in the inability to meet customer and user expectations. In addition, 
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the author noted that the level of ergonomics of the application and the level at which artificial 

intelligence interacts with the user have a significant impact.  

The interaction levels of human – software (equipped with which artificial intelligence) 

are presented below: 

1. Artificial intelligence requires continuous human interaction throughout the process. 

It requires the human to have expert knowledge. Generates a lot of unnecessary data 

for personnel; 

2. Artificial intelligence requires interaction to enter data at the initial stage or and 

select a result from several scenarios obtained. Requires advanced knowledge. Gen-

erates a small amount of unnecessary data; 

3. Artificial intelligence requires interaction only when getting the results, the first 

time, requires basic knowledge, as commissioning what can be done by an external 

specialist, generates no unnecessary data; 

4. Artificial intelligence does not require human interaction to obtain a result. Lacks 

necessary knowledge, does not generate unnecessary data. 

Implementing nowadays applications in industrial plants at maintenance or production levels 

with less than level 2 is, according to the author, subject to a high risk of being unsuccessful. 

This is due to additional time-consuming activities, human habits and perception, the ambi-

guity of the results (the fallibility of intelligent systems) and the need for additional skills  
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Appendix 1 Definitions 

 
Some definitions and abbreviations are presented below with the intention to facilitate the 

understanding of the content in the thesis. 

 

Availability (performance) - Ability of an item to be in a state to perform a required function 

under given conditions at a given instant of time during a given time interval, assuming that the 

required external resources are provided. Note – This ability depends on the combined aspects 

of reliability, maintainability and maintenance supportability [137]. 

Breakdown – Synonym of failure [183]. 

Corrective maintenance - Maintenance carried out after fault recognition and intended to put 

an item into a state I in which it can perform a required function [137]. 

Defect - A defect is a type of nonconformity. It occurs when a product or service fails to meet 

specified or intended use requirements [38] [74].  

Failure - The termination of its ability to perform a required function [142], loss of ability to 

perform as required [55]. 

Failure mode – One of the possible states of a faulty item, for a given required function [141]. 

Fault  - The state of an item characterized by inability to perform a required function, excluding 

the inability during preventive maintenance or other planned actions, or due to lack of external 

resources [141]. 

Machine / machinery – assembly, fitted with or intended to be fitted with a drive system con-

sisting of linked parts or components, at least one of which moves, and which are joined to-

gether for a specific application (the term ,,machinery” also covers an assembly of machines 

which, in order to achieve the same end, are arranged and controlled so that they function as an 

integral whole) [62]. 

Machine control system – system that responds to input signals from the machinery and/or 

from an operator and generates output signals causing the machinery to operate in the desired 

manner [57]. 

Maintainability - Ability of an item under given conditions of use, to be retained in or restored 

to, a state in which it can perform a required function when maintenance is performed under 

given conditions and using stated procedures and resources [137]. 

Maintenance - Combination of all technical, administrative and managerial actions during the 

lifecycle of an item intended to retain it, or restore it to, a state in which it can perform the 

required function [137]. 

Maintenance management - All activities of the management that determine the maintenance 

objectives, strategies, and responsibilities and implement them by means such as maintenance 

planning, maintenance control and supervision, improvement of methods of the organisation 

including economic aspects [137]. 

Maintenance programme - Methods, procedures and resources required to sustain in support 

of an item throughout its life cycle [37]. 
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Maintenance supportability - Ability of a maintenance organisation of having the right 

maintenance support at the necessary place to perform the required maintenance activity at a 

given instant of time or during a given time interval [137]. 

Preventive maintenance - Maintenance carried out at predetermined intervals or according to 

prescribed criteria and intended to reduce the probability of failure or the degradation of the 

functioning of an item [137]. 

Productivity - the rate at which a company or country makes goods, usually judged in connec-

tion with the number of people and the amount of materials necessary to produce the goods [23] 

Reliability - Ability of an item to perform a required function under given conditions for a 

given time interval [137]. 

Risk - Combination of the frequency, or probability, of occurrence and the consequence of a 

specified hazardous event [37]. 

Risk management - Systematic application of management policies, procedures and practices 

to the tasks of analysing, evaluating and controlling risk [37]. 

System – A combination of interacting elements organized to achieve one or more stated pur-

poses [67]. 

Safety – freedom from unacceptable risk [57] 

Functional safety – part of the overall safety of the machine and the machine control system 

that depends on the correct functioning of the safety-related control system and other risk re-

duction measures [57] 

Total Productive Maintenance (TPM) - A method for improved machine availability through 

better utilisation of maintenance and production resources [160]. 

Total Quality Management (TQM) - is the integration of all functions and processes within 

an organisation to achieve continuous improvement of the quality of goods and services [145]. 

Validation – confirmation by examination and provision of objective evidence that the par-

ticular requirements for specific intended use are fulfilled [56]. 

Verification - confirmation by examination and provision of objective evidence that the re-

quirements have been fulfilled [56]. 
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Appendix 2.  PFH calculations for analysed safety architectures with HFT=1 
and SIL=1 

B.1. Sources of reliability data  
 
The reliability data for the calculations were taken from the SINTEF PDS Data Handbook 

2010 Edition Table B.1. 

Table B.1 Reliability data adopted from the SINTEF PDS Data Handbook 

Component group λDU λDD λD β SFF MTTR PTC 

Input devices 3∙10-6 0.5∙10-6 3.5∙10-6 0.06 47% 8 50 

Control logic units  0.48∙10-6 4.32∙10-6 4.8∙10-6 0.07 80% 8 90 

Final elements 3.5∙10-6 0.9∙10-5 4.4∙10-6 0.1 49% 8 40 

 

B.2. Calculation according to IEC 61508 standard 
 

a) The calculation for architecture 1oo2 

 

2 ((1 ) (1 ) ) (1 )D DD DU DU CE DUPFH t         −  + −   −   +   (B.1) 

 1

2
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D D

T
t MRT MTTR

 

 

 
=  + +  

 
 (B.2) 
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B.3. Calculation according to IEC 62061 standard 
 

b) The calculation for architecture type B 

 

2 1 2
1 2 1

6 6
2 6 6 7

( )
(1 )

2
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(1 0.06) 3.5 10 3.5 10 8760 0.06 3.05 10
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De De
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 
   
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− − −
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 −    +  = 
 

  + 
−      +  =  

 
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SCS S L OPFH PFH PFH PFH= + +   (B.9) 

 
6 -11.25 10  [ ]SCSPFH h−=   

 
c) The calculation for architecture type D 
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8 1

7 1
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O
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SCS S L OPFH PFH PFH PFH + +  

 
7 -18.04 10  [ ]SCSPFH h−   

 

Appendix 3. Maintenance KPI- examples  

Below are presented chosen most common maintenance KPI indicators from standard BS -

15341:2007 based on author experience: 

Table C.1. Chosen key Performance indicators for maintenance department [20] 

Indicator Definition Comments 

Technical Indicators 

T1 100
t

t t

PW

PW D


+


 

 Availability of machines 

T8       100
t

t

PM

D





 
Ratio of preventive time causing downtime to total 

downtime related to maintenance 

T17        
t

n

PW

F




 Mean Time Between Failures (MTBF) 
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Indicator Definition Comments 

Technical Indicators 

T21         
t

n

TR

F




 Mean Time to Repair (MTTR) 

O1         100
n

n

SM

S





 
Ratio of the sum of the number of maintenance 

personnel to the sum of the total number of staff 

O18 100
n

m

PM

MT





 
Ratio of preventive maintenance man-hours to total 

maintenance man-hours 

 

where:  

Wt  – work time [h] 

Fn  – number of failures [number] 

Dt  – downtime due to maintenance [h] 

MTm  – maintenance man-hours [h] 

PMn  – preventive maintenance man-hours [h] 

PMt  – preventive time causing downtime [h] 

PWt  – operating time [h] 

SMn  – number of maintenance labour [number] 

Sn  – number of internal employees [number] 

TRt  – time to restoration [h] 

 

Appendix 4. Description of chosen methods of prediction 

D.1. Association rule search algorithms 

In 1993, the first algorithm to find strong association rules was presented. It used rela-

tional operators in the rule discovery process.  A year later, R. Agrawal and R. Srikant pre-

sented two completely new algorithms: the Apriori algorithm and its extension AprioriTID 

[2]. They became a pillar of many new algorithms for detecting binary association rules. All 

algorithms searching for strong binary association rules have a certain common feature - the 

same general scheme of operation. Association rules that involve two or more dimensions or 

predicates can be referred to as multidimensional association rules. Rather than searching for 
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frequent itemsets (as is done in mining single-dimensional association rules), in multidimen-

sional association rules, we search for frequent predicate sets. In general, there are two types 

of multidimensional association rules, namely interdimension association rules and hybrid-

dimension association rules. Interdimension association rules are multidimensional associa-

tion rules with no repeated predicates. Hybrid dimension association rules are a multidimen-

sional association rule  that  allows the repetition of the predicate on each of the rules [146]. 

D.1.1. Apriori algorithm 

The Apriori algorithm consists of two basic stages (after setting minimum support and 

confidence values, i.e. minSupp and minConf parameters). These two steps are [99] [157] : 

1) generating frequent sets based on the minSupp parameter, 

2) based on the created frequent sets building rules with more confidence than minConf. 

More substantial and difficult than step two is step one - generating all frequent sets. In the 

definition of a frequent set, it is not necessary to specify which elements belong to the pre-

decessor and which belong to the successor of an association rule.  

The Apriori algorithm is an iterative algorithm, i.e. it finds frequent sets of sizes {1, 2, ..., 

k} in successive steps. A data set should be lexicographed if it is not in the first step the 

algorithm should sort the set. In the beginning, the algorithm selects from a database or other 

data set, all one-piece sets and checks which one is a frequent set. In the next step, candidate 

itemsets are created on the basis of the frequent sets and their support in the whole database 

or data set is calculated for each of them. If the candidate's support is greater than or equal to 

the minimum support, the candidate is added to the list of frequent sets and in the next step 

will be taken into account when generating the candidate sets. In each subsequent step the 

algorithm shall be based on the frequent sets found in the previous step, it creates candidate 

sets with a size increased by 1. The algorithm stops working when no more candidate sets 

can be created. Fig. D.1 shows the Apriori algorithm. 
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 L1 = {frequent one-element data sets}; 

for (k = 2; Lk–1 ≠ Ø; k++) do 

begin 

Ck = apriori_gen(Lk-1); 

for each transaction t∈T do 

begin 

Ct = subset (Ck,t); 

for each candidate dataset c∈Ct do 

c.count++; 

end; 

Lk = {c∈Ck | c.count ≥ minsup} 

end; 

Result = ∪kLk; 
 

Figure D.1. Apriori pseudo code [174] [18]  
 

The following notation was used in the description of the algorithm: Ck means a family of 

candidate k-element sets, Lk means a family of frequent k-element sets, c.count means a coun-

ter counting the number of transactions supporting the set of element c, apriori_gen ( ) means 

a function that generates candidate sets, while subset ( ) means a function that for a given 

transaction t returns all candidate sets supported by t. As a first step, the algorithm counts the 

occurrences of all elements in database D in order to extract the frequent 1-element sets (L1). 

Each subsequent k-th step of the algorithm consists of two phases. In the first, the apriori_gen 

( ) function, based on the frequent sets belonging to L{k-1}, generates the candidate k-element 

sets (Ck). In the second phase of the k-th step, the database readout D is performed and for 

each candidate set c from the Ck set, the support for set c in the database D is calculated – 

Supp(c). In order to ensure that the procedure for calculating support for candidate sets is 

sufficiently efficient, the Apriori algorithm uses the data structure of the form hash tree, 

which is used to store candidate collections. Procedure subset( ) returns those candidate col-

lections belonging to Ck that are supported by transaction t. If candidate set c meets the min-

imum support condition, that is, support(c)≥ minSupp, this set is added to the list of frequent 

sets. Otherwise, this set is removed from the list of candidate collections. The basic efficiency 

problems of the Apriori algorithm are two things: how to ensure the efficiency of the proce-

dure for generating candidate collections, and how to ensure the efficiency of the procedure 

for calculating support for these crops. The first of these problems concerns the efficiency of 

the apriori_gen function ( ). The apriori_gen ( ) function is shown in diagram D.2. 
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 function apriori_gen (Ck) 

insert into Ck 

select p.item1, p.item2, ..., p.itemk-1, q.itemk-1 

from Lk-1 p, Lk-1 q 

where p.item1 = q.item1, ..., p.itemk-2 = q.itemk-2, p.itemk-1 < q.itemk-1; 

forall itemsets c ∈ Ck do 

forall (k-1) - subsets s of c do 

if ( s ∉ Lk-1 ) then 

delete c from Ck; 

end function; 

 
Figure D.2. Pseudo code of apriori_gen( ) [157] [18]  

 

The apriori_gen ( ) function is performed in two steps: (1) join step and (2) prune step. 

In the first step, the k-element candidate sets (Ck) are generated by combining the frequent 

(k-1)-element sets (Lk-1). In step two, those candidate sets whose any subset is not a frequent 

set are removed from the Ck set.. The second step of the apriori_gen ( ) function requires 

checking whether the created set is actually a candidate set, i.e., it requires checking whether 

each subset of that set is a frequent set.  

It is sufficient to create a counter c.count for each candidate set c, which will count the 

number of transactions supporting set c. The Apriori algorithm requires either k or k+1 read-

ings of database D, where k is the maximum size of a frequent set. The Apriori algorithm 

uses the monotonic property of the support for a set of items. This means that if a set is a 

frequent set, then all its subsets are also frequent.  It also follows from the monotony property 

that there is no need to calculate support for a set whose subset is not a frequent set. The 

monotony of the support measure allows to reduce the number of frequent data sets.  

D.1.2. Algorithm Apriori example 

Consider the association rule and its characteristics - support, confidence, lift. In the 

collection of N=1000 events, there were 200 items of system failures (n(failure)) and 50 items 

of operator intervention (n(operator)). In the case of 20 transactions, both failure and operator 

intervention (n(failure&operator) happened in the same time frame. Hence, it can be calcu-

lated that: 

 
( ) 200

supp( ) 0.2
1000

n defect
defect

N
= = =  (D.1) 

 
( ) 50

supp( ) 0.05
1000

n operator
operator

N
= = =  (D.2) 
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( & ) 20

supp( ) 0.02
1000

n defect operator
defect operator

N
→ = = =  (D.3) 

 
( & ) 20

( ) 0.1
( ) 200

n defect operator
conf defect operator

n defect
→ = = =  (D.4) 

 
( ) 0.10

( ) 10
( ) ( ) 0.01

conf defect operator
lift defect operator

P defect P operator

→
→ = = =


 (D.5) 

where: 

 
( ) 200

( ) 0.2
1000

n defect
P defect

N
= = =  

 
( ) 50

( ) 0.05
1000

n operator
P operator

N
= = =  

 

Support of 2% means that among the examined transactions, the predecessor and successor 

occur together in two percent, and confidence of 10% means that in 10% of the examined 

transactions there is also a successor. 

D.1.3. Algorithm FP-growth 

Frequent pattern growth algorithm (FP-Growth) has been presented by Han, Pei & Yin in the 

year 2000 [46]. The FP-Growth algorithm uses a completely different set of frequent sets. It 

contains two basic steps, which are presented in diagram D.3. 
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Figure D.3. FP-Growth algorithm steps [118] 
 

In the first step, the algorithm searches the database for all one-element frequent sets. The 

next step is to remove the uncommon elements from the Ti transaction, which results in a 

modified set of T = T1, ..., Tn transactions, consisting only of one-element sets of frequent. 

Then, the set of transactions is sorted in decreasing order of support for each transaction.  

After this step, the transactions are transformed into FP-Tree. FP-tree is a rooted, vertex-

labelled acyclic graph. The root of the graph has a 'null' label, the other vertices of the graph, 

both inner vertices and leaves, represent a 1-element frequent set. Each vertex of the graph, 

with the exception of the root, has a label representing a 1-element frequent set and a trans-

action counter representing the number of transactions supporting the set [118].  

 

Step 1: Finding all frequent 1-element sets in the database. 

Step 2: Transforming each Ti transaction belonging to the database, 

into a compressed transaction Tri , by removing from Ti all elements 

that are not frequent. 

Step 3: Sorting of transactions - for each Tri transaction, transaction 

elements are sorted according to decreasing support values creating 

a list of elements. 

Step 4: Creating FP-Tree from sorted transactions Tr1, Tr2,…,Trn 

• For each frequent 1-element set α, we find all the paths in the 

FP-tree, whose final apex is a vertex representing set α (a single 

path whose final apex is α is called the prefix path of the pattern 

α ). 

• Each prefix path of pattern α is associated with a path frequency 

counter, the value of which corresponds to the transaction coun-

ter of the end apex of the pathway representing set α (The set of 

all prefix paths of the pattern forms the conditional base of the 

pattern). 

• The conditional base of the pattern is used to construct the so-

called conditional FP-pattern tree α, denoted Tree-α 

• The conditional FP-tree is then recurrently explored to find all 

frequent sets containing a set of α 

 

 

 
Compressing 

the database 

to FP-tree 

 

 

 

 
FP-tree     

exploration 
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 procedure FP-Growth (Tree, α) 

  if Tree contains a single path P 

  then for each combination of β vertices of pathway P do  

  generate a set β ∪ α with support equal to the minimum element support   

belonging to β 

end do 

  else for each α-i belonging to the table of headers Tree elements do           

   generate a set of β = α-i ∪ α with support = support(α-i);  

create a conditional base for the β pattern;   

create a conditional FP-tree of pattern β - Tree-β;  

if Tree-β≠ Ø then FP-Growth(Tree-β, β);  

end procedure; 

 
Figure D.4. FP-Growth pseudo code [121]  

 

The FP-Growth algorithm has two initial parameters (Fig. D.4): Tree = FP-tree and α = null.  

If the FP-tree has only a single path p, then for each combination of β vertices of path p is 

created a set 𝛽 ∪  𝛼 with support equal to the minimum support of the elements in the β set. 

If an FP-tree contains more than one path, then each element α - i belonging to the array Tree 

header is created set 𝛽 = 𝛼 − 𝑖 ∪ 𝛼 with support equivalent to that of elements α - i. Then, a 

conditional base of pattern β and a conditional FP-tree of pattern β, marked Tree-β, are gen-

erated. After this step it is checked if Tree-β is not empty. If it is empty, the algorithm is 

interrupted, otherwise the FP-Growth procedure is restarted with the parameters Tree = Tree-

β and α = β. Evolution of Apriori algorithm as FP-growth algorithm benefits in the fact that 

the algorithm only needs to read the file twice, as opposed to Apriori who reads it once for 

every iteration, it removes the need to calculate the pairs to be counted, which is very pro-

cessing heavy, this makes it much faster than Apriori. 

 
Limitations: 

a) Computationally Expensive. Even if the Apriori algorithm reduces the number of 

candidate item sets to be taken into account, this number can still be huge when 

store stocks are large or when the support threshold is low. However, an alternative 

solution would be to reduce the number of comparisons by using advanced data 

structures, such as hash tables, to more efficiently sort candidate item sets. 

b) False associations. Large inventory analysis would involve more itemset configura-

tions, and the support threshold might need to be lowered to detect certain associa-

tions. However, lowering the support threshold could also increase the number of 
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parasitic associations detected. To ensure that the identified associations are gener-

alizable, they can first be distilled from a set of learning data, before their support 

and trust are evaluated in a separate set of test data. 

c) Interestingness problem occurs as in the generated rules appears that: 

o some generated rules can be self-evident 

o some marginal events can dominate 

o interesting events can be rarely occurring 

d) There exist subjective and objective measures. Where subjective measures can be 

the result of earlier user experience and feelings. Also, it appears the user can treat 

rules as interesting if he can get an advantage by using them but this depends on the 

time and user. The objective measures are based on thresholds values controlled by 

the user. 

e) Difficulties to find rarely occurring events  

f) Alternative methods (other than Apriori) can address this by using a non -uniform 

minimum support threshold 

Advantages: 

a) Quality of defined rules can be assessed by means of objective rules which can be 

characterized by the user, 

b) Length of the rule can be limited by the user by defined threshold 

c) Quantitative values can be quantized 

d) Usefulness of a rule can be measured with a minimum support threshold  

 

Appendix 5. Description of the analysed object 

As an object of the examination was chosen the process of radial tire built, concentrating 

especially on two of its stages named processed raw materials - mixing (semi-finished) pro-

cess and the process of fabric. The process of tire construction can be divided into processes 

as follows [28] (Fig. E.1):  

- Processing raw materials (semi-finished production); 

- Tire Parts Production e.g.: process of fabric, metal calendaring; 

- Tire Parts Build up; 

- Curing; 

- Finishing; 
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- Final Inspection. 

Figure E.1. Tire production processes presentation [163]  
 

- Processing raw materials  

In the process of tire production, many kinds of raw materials - pigments, chemicals, depend-

ing on tire type around thirty different kinds of rubber, tire cord fabrics, bead wire, etc. are 

used. The tire production process begins with the mixing of blended rubber with process oils, 

carbon black, pigments, antioxidants, accelerators and other additives, each of which con-

tributes certain properties to what is called a compound. These ingredients are mixed in huge 

blenders called Banburies or mixers. They blend the compounds together, producing a black, 

gum-like material that will be milled again later for use in a tire.  

- Tire Parts Production; 

Next, the rubber is carried to the breakdown mills to be fed between massive pairs of rollers, 

over and over, mixing and blending the material to prepare the different compounds for the 

feed mills, where they are slit into strips and carried by conveyor belts to become sidewalls, 

treads, or other parts of the tire. Another kind of rubber coats the fabric that will be used to 

make up the tire's body. The fabrics come in huge rolls, and they are as specialized and critical 

as the rubber blends. Several kinds of fabrics are used: polyester, rayon or nylon. Another 

key component is the tire’s bead. The bead’s backbone is formed from high-tensile steel wire. 

The strands are aligned into a ribbon and coated with rubber for adhesion, then wound into 

loops that are wrapped together to secure them until they are assembled with the rest of the 

tire. 
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- Tire Parts Build up; 

The tire-building machine pre-shapes radial tires into a form very close to their final dimen-

sion to make sure the many components are in the proper position before the tire goes into a 

mould to be cured or vulcanized.  When building a tire, the tire builder starts with a double 

layer of synthetic gum rubber called an innerliner. The innerliner makes it possible to seal air 

in a tire and eliminates the need for an inner tube that once came inside each tire. Next come 

two layers of ply fabric, which are sometimes referred to as the cords. Two strips called 

apexes stiffen the area just above the bead. Next, a pair of chafer strips is added. They are 

called chafer strips because they resist chafing from the wheel rim when mounted on a car. 

Now the tire builder adds the steel belts that resist punctures and hold the tread firmly against 

the road. The tread is the last part to go on the tire. After automatic rollers press all the parts 

firmly together, the radial tire, now called a green tire, is ready for inspection and curing. 

- Curing & Finishing; 

The curing press is where tires get their final shape and tread pattern. Hot moulds like giant 

waffle iron shape and vulcanize the tire. The moulds are engraved with the tread pattern, the 

sidewall markings of the manufacturer and those required by law. Each press cures two tires 

at a time; they operate twenty-four hours a day. Passenger tires are cured at over 300 degrees 

for 12 to 25 minutes, sometimes much longer as in the case of large earthmover tires. As the 

press swings open, the tires are popped from their moulds onto a long conveyor that carries 

them to the final finish and inspection. 

- Final Inspection. 

Inspection is both visual and internal. Some tires are pulled from the production line and X-

rayed. Additionally, quality control engineers regularly cut apart randomly chosen tires and 

study every detail of their construction that affects performance, ride or safety [28]. 
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Appendix 6. Screens and additional data of implemented predictive tool 

 

Figure F.1. Example of generated report 
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Figure F.2. Screen of the rule generator 
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Table F.1. Percentage distribution of events by type 

 

Category Number of events Percentage 

S2 280169 20% 

S1 973365 68% 

E2 40090 3% 

E1 129709 9% 

 

S1 - Event classified as an important predecessor; 

S2 - Event classified as a not important predecessor; 

E1 - Successor event resulting in an immediate stoppage of the machine; 

E2 - Successor event resulting in a stoppage of the machine after a cycle has been completed. 

 

 
 

Figure F.3. Distribution of the number of events by sections of production lines 
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Figure F.4. The relationship between support, trust and the average time between the performance of 

a predecessor and a successor 

 
Figure F.5. Distribution of the maximum time between the occurrence of the predecessor and the suc-

cessor 
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Figure F.6. Distribution of the median value of the time between the occurrence of the predecessor 

and the successor 
 

 

Figure F.7. Distribution of the average time between the occurrence of the predecessor and the suc-

cessor 
 

  
Figure F.8. Distribution of the average time between the occurrence of the predecessor and the suc-

cessor 
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Figure F.9. Distribution of the average time between the occurrence of the predecessor and the suc-

cessor 

 
 

Table F.2. A list excerpt of rules found during the analysis of historical data using association rules 
 

Zone 
Predecessor 

event [P] 

Successor  

event [S] 

Support  

[%] 

Confidence 

 [%] 

Number 

of events 

[Units] 

Mean 

time be-

tween P 

and S [h] 

Max 

time be-

tween P 

and S [h] 

Ligne_1

_E1401 

144_S1 1_E1 10.47 69.23 9 30 39 

Ligne_1

_E1401 

92_S1 1_E1 17.44 75 18 23.2 46 

Ligne_2

_E1001 

30_S1 1_E1 19.75 64 20 19 50 

Ligne_1

_E1402 

92_S1 1_E1 9.8 58.82 16 18.7 61 

Ligne_2

_E1402 

62_S1 49_E1 48.11 51.52 81 16.9 60 

Ligne_2

_E1132 

11_S1 1_E1 29.7 55.56 66 16.7 61 

Ligne_2

_E1122 

11_S1 1_E1 24.53 50 69 16.3 61 

Ligne_2

_E1131 

11_S1 1_E1 29.29 53.7 69 16.1 61 

Ligne_2

_E1112 

11_S1 1_E1 27.27 50 70 16 61 

Ligne_2

_E2602 

281_S1 304_E1 10.17 50 51 15.8 54 

Ligne_2

_E2602 

281_S1 303_E1 10.17 50 51 15.8 54 
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